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Preface 

 
This proceedings volume contains a set of full manuscripts accepted for presentations and 

publications at the third ASIMMOD 2009, an international conference held at Miracle Grand 
Convention Hotel, Bangkok, Thailand on January 22-23. As the chair of this conference, I would 
like to thank all participants who have contributed papers, all committee and other relative groups of 
interest who have directly and indirectly help organizing and setting up this meeting. My deeply 
sincere respect also goes to our technical committee for reviewing and editing this published 
workbook. It is my honor to write this preface on their behalves. This continued event would not 
have been possible without the initial leadership and continuous support from Professor Santas 
Rojanasunthorn, Royal Project Foundation of Thailand. Having set such a high standard on 
organizing the previous two meetings by Professors, Voratas Kachitvichyanukul from Asian Institute 
of Technology, Thailand and Benchaphun Ekasingh from Chiang Mai University, Thailand 
respectively should also be acknowledged. I also would like to acknowledge the support from our 
co-organizing partner, Sripatum Univesity led by President Rutchaneeporn Pookayaporn. Sripatum 
staffs have played a major role on resolving many jigsaw puzzles occurred during the last stage of 
organizing this conference. Last but not least, I would like to apologize for all mistakes if existed 
during the conference and we will use this experience of a better future and wish you all the best. 
Your continuous supports for the future ASIMMOD events will be expected and see you again on 
2011. 

 
 
  
 

              
       

   Vudtechai Kapilakanchana,  
President, Kasetsart University  

President, Modeling and Simulation Society of Thailand (MSST) 
ASIMMOD 2009, Organizing Chair 
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A Numerical Method for Solving Linear Non-Autonomous  

Systems based on Genetic Algorithm  
 

Hassan Kadkhodaei Khalafi and Omid Solaymani Fard  
School of Mathematics and Computer Science, Damghan University of Basic Sciences 

Damghan, Iran 
 

Abstract: In this paper, we present an effective approach to accommodate solution method for linear 
non-autonomous systems based on Genetic Algorithm(GA). In such method, we use the random 
candidate solutions to find out the desired solution. Indeed, we propose the method that offers 
performance enhancement and singularity. Beside, we show the accuracy of our method through 
simulation and analysis numerical examples. 
 
Key words: Linear non-autonomous systems, Genetic Algorithm, Linear programming, Linearization. 

 
INTRODUCTION 

 
 Working on solving differential equations have 
long story as solving differential calculus. With 
changing disciplines in non-autonomous linear systems, 
it is very applicable tools in most mathematics and 
physical topics. These tools can use in the method of 
finite differential for solving Partial Differential 
Equations (PDEs) or in some cases we are considering 
stability of solutions, in the theory of dynamic system. 
This paper is going to find out the approximate solution 
of the following initial value problem: 
 

)1(],[),()()()(
.

battgtXtAtX ∈+=  

)2(,)( aXaX =  
 

where, T
nXXXX ),,,( 21 Κ=  is a vector 

function with components in ]),([1 baC , and 
T

anaa XXX ),,( 1 Κ=  is given. Here, (.)A  is an 
nn× matrix which its entries are continuous functions 

on ],[ ba , and T
nggg (.)),(.),((.) 1 Κ=  is an 1×n  

vector function with continuous components on ],[ ba . 
There are many numerical methods to solve this 
problem and even nonlinear case. Some of these 
numerical methods are Euler, Range-Kutta, and  Taylor 
series method (see [1]-[4]). By defining artificial 
controls, Alavi, et al [5] have converted this type of 
problems to an optimal control problem and then they 
have solved the modified problem by the method of [6]. 
Recently, Luis Lara  in [7] and in [8], Mehne have 
considered the mentioned problem and they have 
presented new numerical method to solve the problem. 

Most numerical methods that we mentioned, have some 
advantages but they involve with some difficulty, too. 
For example, convergence of these methods for finding 
the real solution, cause that our method just is good for 
particular differentials equations and at the same time. 
In most cases these methods can not determine the error 
of their methods. The efficiency of our method is 
finding the exact solution as well as minimizing the 
error of the method. In summary, first we convert the 
initial value problem to a calculus of variation problem 
and then by using a special linearization method for 
changing the problem to a zero-one linear programming 
problem with linear or non-linear cost function. After 
that, we will able to produce some initial values that 
they are utilized by GA. 
 

METAMORPHOSIS 
 

In this part, it is convenient to change the 
initial value problem (1) and (2) to an optimization type 
problem. Hence, it is necessary to define the function 

inf],0[: 2 →ℜ nF  as follows: 

     
p

tgtXtAtXtXtXF )()()()())(),((
..

−−=  

where 
p

.  is the normLp − defined as 

   

.),,(, 1

1

1

n
n
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i

p
ip

xxxxx ℜ∈=⎟
⎠

⎞
⎜
⎝

⎛
= ∑

=

Κ  

 
Here, we consider the following calculus of 

variations problem: 
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subject to: 
          

)4(.)(]),,([(.) 1
aXaXbaCX =∈

 
We can easily show that (.)X  is the solution 

of (1) and (2) if only if (.)X  is the optimal solution of 
(3) and (4) with cost function 

,0(.))(.),(
.

=XXJ (For more details you can see the 
proof of Theorem 1 in [8]). 

Now, in order to modify the original problem 
(1)-(2) to an optimization problem, or equivalently a 
calculus of variation problem as (3)-(4), first we 
discretize the problem (1)-(2) as follows: Let N  be a 

positive integer, 
N

abN −
=Δ )(  , and consider the 

following subsets of integer numbers: 
 
      },1,,2,1{ += NJ Κ  

     },,,2,1{1 NJ Κ=  
    }.,,2,1{ nI Κ=  
 
Let },,,{)( 121 += NtttNP Κ  be a partition of ],[ ba , 

where    .),()1( JjNjati ∈∀Δ−+=  

For large value of N we have 
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Let define )( jiij tXX =  for all Ii∈  and .1Jj∈  
Thus we have 
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where 
 

,,,),(),( 1JjIkitggtAa jiijjikikj ∈∀∈∀==
 
 Here, we may discretize problem (3)-(4) as 
problem (5)-(7). 
 

           )5(min

1

1

p

Ii Jj

p

ijf ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∑∑
∈ ∈

 

subject to: 
            

)6(,,1 IiXX iai ∈∀=  

 )7(.,, 1JjIifreeX ij ∈∀∈∀  
 

Problem (5)-(7) is a nonlinear programming 
problem with ijx  as decision variables. In the 

following, we just consider the case, 1=p  . When 
1=p , we can transform the problem to an LP. 

 
CASE  ,1=p  LP FORMULATION 

 
Let define 
 
 }0,min{},0,max{ ijijijij fSfR −==  

 .1JjandIiallfor ∈∈  
 
Then we have 
 
      ., ijijijijijij SRfSRf −=+=  

 
Now, we can linearize problem (5)-(7) by these new 
variables. Therefore we must solve the following LP, 
 
        )8()(min

1

∑∑
∈ ∈

+
Ii Jj

ijij SR  

 
       subject to: 
      
        

)9(,,, 1JjIifSR ijijij ∈∀∈∀=−  

)10(,,1 IiXX iai ∈∀=  

)11(,, JjIifreeX ij ∈∀∈∀  

)12(,,,0, 1JjIiSR ijij ∈∀∈∀≤  
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 N        5            10        20         40         80        160 
AE   0.2746   0.1429  0.0672  0.0296  0.0162  0.0074 

There are some methods to solve the above LP 
problem, for example Revised Simplex method, Interior 
Point methods, or  Nelder-Mead Simplex method and 
so on. Furthermore, there are also many software for LP 
solving, a list of such solvers may be found easily thru 
an internet search engine. However in this paper we use 
GA toolbox of MatLab (the function gatool) to 
calculate and find out the exact solution of the LP 
problem (8)-(12),or indeed the approximate solution of 
(1)-(2) at points of )(NP . 

However two essential questions have 
remained yet. The first one is , does the above problem 
has a solution?, and the second one is dose the solution 
of this LP converge to the solution of (1)-(2)?. In fact, 
both answers of the questions are positive. Since (.)A  
has continuous entries, and the function 

)()(),( tgXtAXtf +=  is continuous and satisfies 
Lipschitz condition with respect to X , therefore the 
problem (1)-(2) has a solution. Furthermore, Mehneh in 
[8], has proved the following existence and uniqueness 
theorem which is the answer of the second question. 

 
 

Theorem 3.1  The initial value problem (1)-(2) has a  
                        unique solution. 
 
 

   Proof. See [8]. 
 

EXAMPLE 
 

In this section, we consider an example and 
solve it by the proposed method. First, we introduce a 
criterion for error estimation. Let define an Absolute 
error Function corresponding to N  as follows: 

 

    ∑ ∈ ∞
−=

Jj
N
jj XtX

N
NAE ,)(1)(  

 
 where, )( jtX  denotes the exact  solution at jt , 

and N
jX  is the approximated value for )( jtX  

obtained by solving the corresponding LP problem for 

N . IF 
..
(.)X  be twice differentiable on ],[ ba , from a 

theorem on error estimation of Euler method, it could 
be shown that 
 

         ,
2

1))exp(()()( 2M
KN

kababNAE −−
−≤  

 
 
 
 
 

where, 

∞∈
∞

∈ == )(max,)(max ],[

..

],[2 tAKtXM batbat

 
this shows that the Absolute error is a decreasing 
function of N  (for more details see [8]). 
 
Example 4.1 Consider the following linear  
                       non-autonomous system: 

            ,cos532

.

1 tteXX t −+−=                  

            ,sin1032 21

.

2 tXXX +−=  
            ]1,0[∈t  

with 
6
7)0(1

−
=X  and 

5
5)0(2

−
=X  as the initial 

conditions. The exact solution is (see [8] ) 

          ,sin5
6
721 teteX tt −−=  

          .
6
5

2
tt eteX −=  

We solve the LP problem for six values of N . 
Table 1 shows the corresponding Absolute errors. The 
value of this table are used to draw the Absolute error 
as a function of N  in Fig. 1. By this figure the 
decreasing behavior of Absolute error in terms of N  is 
approved. Also, Approximate and exact solution with 

40=N  have been compared in Fig. 2. 
 

 

Table 1 
Absolute errors for Example 4.1. 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 

                       Figure 1: Absolute erro function. 
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             Figure 2: Exact and approximate solution. 
 

CONCLUSIONS 
 
 In this article we have presented an approach 
to solving linear non-autonomous system based on 
genetic algorithm. Such a method would be useful, for 
example, to improve solving artificial control problems. 
Genetic algorithm has been used to analyze and obtain 
the initial values when exact solution is not available. 
Our methods improve stability of solutions and finding 
real solution as well. In our method we are trying to 
minimize the error of the method. 
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Abstract : In this paper, we propose a new method of study of Gaussian random fields using the 

variational calculus . We get an idea on how to investigate a given stochastic process in an analytic 

manner from the Lévy infinitesimal equation for the ordinary stochastic processes. The variational 

calculus for Gaussian random fields will be proposed and developed in this paper that is one of the 

generalizations of the time variation of ordinary processes. The Hadamard equation or variational 

equations arising from electro-magnetic fields may be paraphrased in terms of white noise analysis.We 

discuss a multi-dimensional parameter generalization of  a multiple Markov Gaussian process in the 

restricted sense. We establish a reasonably systematic development of the Green's function method.in 

second order differential operators. 

 

1. INTRODUCTION 

For ordinary stochastic processes, one can get 

an idea which is how to investigate a given stochastic 

processes in an analytic manner from the Lévy's 

infinitesimal equation and take time propagation into 

account. There, one can see a key role played by the 

innovation. Interesting results have been obtained in 

line with what was proposed by Lévy for ordinary 

stochastic process with one- dimensional time 

parameter. 

 The variational calculus for Gaussian random 

fields will be propos%d and developed in this paper 

that is one of the generalizations of the time variation 

of ordinary processes. By using this calculus, the way 

of dependency canٛ be seen as the parameter of the 

field changes, and, in addit)/n in many favorable cases. 

 I. this paper a few concrete technIques for 

several particular cases will be prEsented iN what 

follows as the first step of our approach. They are  

 1)  Fields depending on a plane circles which 

is wandering around in a two dimensional space R� .  

The conformal group can be used to describe possible 

deformations of the circle which means that the 

possible change of the field can be seen according to 

the movement of the circle.  

 2)  Use of the Green's function. If a given 

field is expressed as a white noise integral, then 

Laplacian applied to this field will take out the 

original white noise. 

 3)  The Hadamard equation or variational 

equations arising from electromagnetic fields may be 

paraphrased in terms of white noise analysis. 

 

2. BACKGROUND 

 One introduces white noise with parameter 

space Rd. Let a characteristic functional. 

 ]  
2
1- [  exp      )  ( C   2ξξ =              (2.1)                        

be given on a space  E( ⊂ L2 ( Rd) )  of test functions 

on   Rd .Then by using the  

Bochner – Minlos  theorem ,a Gaussian measure µ can 

be introduced on the space E*(= the dual space of E )  
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of generalized functions on Rd in such a way that 

 C ( ξ ) =   ]    , x i[ex
E

><∫
∗

ξp  dµ (x ) 

This measure µ is called a white noise measure. 

 As soon as the measure space  ( E*, µ ) is 

given  ,  a complex Hilbert space  

 (L2 ) ≡ L2 ( E*, µ )  is formed. A member ϕ (x)  of  

( L2 ) is called a white noise functional or a Brownian 

functional. 

 A good representation of white noise 

functionals may be obtained by the S - transform:  

 (S ϕ) (x)d )   x (  )(
E

µξϕξ += ∫
∗

       (2.2) 

        ξ   ∈ Ε  ,   ϕ  ∈ ( L2 ) 

Let  Ҟ1  be the subspace of ( L2 ) spanned by the  < x, ξ  

>, ξ   ∈ Ε .  Then the S -transform establishes an 

isomorphism. 

 Ҟ1  ≅  L2 ( Rd ) ,                     (2.3) 

in such  a way that 

 (S ϕ) ( ξ ) =  ∫
dR

  (u)   )u  (  F ξ du ,   (2.4) 

   ϕ ∈   Ҟ1 ,   F  ∈ L2 ( Rd ) . 

 Using such a representation one can 

introduce a class Ҟ1
(-1)

 of generalized white noise 

functionals extending the isomorphism ( 2.3 ) :  

Ҟ1
(-1) ≅  ,  H

)(R  )
2
1  d (- d+

         (2.5) 

where Hm ( Rd )  stands for the sobolev space of order 

m  over Rd. Assume that the space of test functionals 

are taken to be the subspace Ҟ1
(1)(⊂ Ҟ1 ) which is 

isomophic to )(H  2 / 1)d ( dR+ .  Note that any member 

of the Sobolev space of order 2/)1d( + can be 

continuous and be evaluated at every point. 

We have summarized just what we shall use in the 

following sections.  

 

Proposition 2.1.  Let M be an analytic manifold in Rd 

and let IM be the indicator function of  M.   A 

functional 

 ∫=
dR

M uduufuIU ),()()()()( σξξ (2.6)      

           ξ ∈  S  (Rd   ) , f  ∈  L2 ( M , dσ), 

          dσ : volume element on M,  

is the S - transform of an Ҟ1 - functional ϕ if M is d-

dimensional while U(ξ ) is the S - transform of a 

generalized functional ϕ  in Ҟ1
(-1)  if M is at most (d-1) 

dimensional. 

 A generalized white noise functional whose 

transform is given by (1.6) is often denoted by 

∫=
M

uduxufx )()()()( σϕ           (2.7) 

The partial derivative of  white noise   

x ( u ): 

  , )u  (  
u 
 x   (u) x

 j
 j ∂

∂
≡                       (2.8) 

  u = (u1 ........., uj ,..........., ud ),  

Which is defined by 

< xj , ξ >  =  − < x, ξj > , ξj  (u)  : partial derivative in uj. 

For a smooth g(u) , the S - transform of < xj , g> is 

given by 

. )u  ( d )u  (   (u)g -  )  ( U
dR

j σξξ ∫=   

             (2.9) 

With this fact in mind, the following proposition can 

be proved . 

 

Proposition 2.2.  Let M be a d- dimensional manifold 

and let g be such that gj ∈  L2 ( M , dσ).  Then a 

functional of the form 

)u  (  d  (u) x)u  ( g)(
 M

  j σϕ ∫=jx                           

                                 (2.10) 
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is defined and its S - transform is given by (2.9). 

Remark. If gj (u) is not in L2 (M, dσ ) , then ϕ ( xj ) in 

(2.10) is a generalized white noise functional. 

 

3. RESTRICTION OF PARAMETER 

 The parameter u , running through Rd , of  the 

white noise may be restricted to some lower 

dimensional manifold M,  and one is , roughly given a 

white noise with time parameter set M. 

 In this paper, the way of restricting the 

parameter which is suggested by Proposition 2.1, in 

order to have consistent restrictions. 

 Take an analytic manifold M in Rd , and take 

a function F (u) in the Sobolev space  Hm  (Rd) with  

m = (d+1) /2 . Then there is a mapping PM from  Ҟ1  

into itself 

   ∫∫ →
 M

)u  ( d )u  ( x )u  ( F  )u  ( d )u  ( x )u  ( F σσ   

               (3.1)  

 If M is a closure of a d - dimensional domain, 

then PM is extended to a projection down to a closed 

subspace of Ҟ1 .   However, if M is less than d - 

dimensional, one need to modify the mapping (3.1) 

and to give some interpretation. Let the mapping be 

represented by U- functionals so that integral of the 

image is well defined: 

M 
M

F  ( u )  ( u ) d  ( u )  ------  F ( u )  ( u ) d  ( u ),     ξ σ ξ σ∫ ∫                                                          

(3.2) 

ξ ∈  Ε ⊂ L2 ( Rd ),    

Where  )u  ( dσM  is the measure over M induced by 

dσ (u) over Rd. Now the image under the mapping  S  

PM S -1  which is continuous on E (M),  a nuclear space 

over M. One can , therefore, define a white noise 

measure Mµ   with parameter set M, and  

)u  ( d )u  (   )u  (  F
M

M∫ σξ        

is S - transform of Gaussian random function 

expressed as a linear functional of a white noise with 

parameter set M. This can be shown by using the fact 

that M is locally Educlidean (see [13] ). Therefore 

(3.2) is paraphrased in terms of white noise : 

)u  ( d   x)u  (  F  ---- )u  ( d )u  ( x )u  ( F M
M

M σσ∫ ∫→  

                                   (3.3) 

The above mapping is also denoted by PM..Summing 

up,therefore the following theorem. 

 

Theorem  3.1 . The family of mappings 

ρ = { PM  ;  M closure of domain in Rd , ∂ M analytic } 

 

Satisfies  

i)  PM with d-dimensional M is a projection operator  

     on  Ҟ1 , while PM maps (L2) - functionals into the 

     space of generalized functionals ,  if the dimension  

     of M is less than d . 

ii)   if M ⊃  N , then  PMPN is equal to PN. 

iii)  ρ is a consistent family in the sense that for   

      M ⊃   N ⊃  K 

 PM PN PK = PM PK = PK 

Proof of i) comes from Proposition 2.1 Other 

assertions  are obvious. 

 

4. RANDOM FIELDS DEPENDING ON A 

     CIRCLE 

 Variational calculus for Gaussian random 

fields depending on a plane circle has been discussed 

in [8]. There circles vary under the action of the 

conformal group acting on R2 . The technique of the S 

-transform has been used, by which random functions  
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can be represented in terms of functionals of ∞C - 

functions.  One can therefore appeal to the classical 

theory of calculus of variations (cf. for example, P.  

Lévy  [1], [2] ) 

The basic idea for this particular case is that 

the set of all circles is topologized so as to be a 3- 

dimensional manifold, which is the parameter set of 

the Gaussian field. The conformal group acts on this 

parameter space as the symmetry group so that the 

irreducible representation of the conformal group can 

automatically be obtained (see Lee [12] mentioned 

above). By using this substantial property, one can 

prove the canonical property and even one can speak 

of a generalized notion of innovation. 

 

5. GREEN'S FUNCTION METHOD 

 In this section, multi-dimensional parameter 

generalization of a multiple Markov Gaussian process 

which shall be discussed in the restricted sense. To 

establish a reasonably systematic development of the 

Green's function method, the case of second order 

differential operators is restricted in two- dimensional 

variable as well as their powers. 

 Given a general linear partial differential 

equation of second order over a domain D : 

,  f   F  E  D  C  2B  A    L 212212  11 =+++++= ϕϕϕϕϕϕϕ   

             (5.1) 

Where A , ...... F and f are given functions of              

u = ( u1 , u2 ), and  where  

jii uu
2

ijui   /       and   /    ∂∂∂=∂∂= ϕϕϕϕ  . 

 The Green's function associated with the 

differential operator L will be denoted by G( u,v;C ) 

where C stands for the boundary of  the domain D on 

which (5.1) is defined. Assumed that L is formally 

self- djoint. The most important example in the 

approach is , of course, the Laplacian operator. 

 

 Let x ( u ) be white noise and define  

X ( C ) by 

∫=
D

)  v( d   )  v( X ) C ;  vu, (G     ) C u, ( X σ , 

         u ∈  D              (5.2) 

Then, applying the operator L , one obtains the white 

noise X : 

( LX) ( u, C )  = X ( u )           (5.3) 

The white noise x(u), on which the X( u, C ) 

is based , can be obtained by applying the operator L 

acting on X ( u, C ) itself.  Thus obtained quantity x(u) 

may therefore be considered as the innovation for the 

field X( u, C ) Proofs of these facts are given in terms 

of U-functionals by applying the S  - transform . 

 Consider Green's functions of higher order. 

Let G(u,v)  u,v∈R2 , be a symmetric  kernel function , 

and let Gi (u,v) be defined inductively by 

GO ( u,v )  ≡  1, G1 ( u,v )  = G ( u,v ) , 

   

1i G

D

G(u,v) =   ( u,s ) G ( s, v ) d  (s),     i  1,2, ......i
σ

−
=∫ The 

kernel  Gi ( u,v )   is, following V. Volterra, called the 

i-th power composition of the second kind of G ( u,v ).  

Obviously, the equation  

LGi ( u,v )  = Gi-1  ( u,v )  

is obtained, where L is as an operator seting on 

functions of u. 

Now set 

).  v( d   )  v( x )  vu, ( G   ) C u, Y(
D

N σ∫=    

              (5.4) 

Then we have 

LN Y ( u, C )   =  X ( u )            (5.5) 

 

Thus, the field Y ( u,C ) may be thought of as 

a generalization of N-ple Markov Gaussian process 

X(t) in the restricted sense which admits us  to have an 

expression. 
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  duuButtX
t N )()()(
0

1 &∫ −−= . 

If it is viewed as a representation of Y (u, C), then it is 

a canonical representation of Y(u, C) in terms of the 

white noise x(u) in the following sense. 

 

Propesition  5.1. We have 

BD ( Y )  = BD (x),             (5.6) 

where  BD ( · ) denotes the σ − field generated by the 

random variables in the paranthesis with parameter 

running through D. 

Proof. The property (5.6) comes from the equation 

(5.5).  

Thus, we have seen an example of a canonical 

representation. 

 

6. VARIATION OF FIELDS 

 One now returns to X( u, C ) given by (5.2). 

The variable u is now fixed, while C is a variable. Let 

C be the class of plane curved introduced in R2 and be 

topologized in a usual manner. Again the S - 

transform can be appealed to give a rigorous 

expression of the variation         δX( u, C ). 

 

Theorem 6.1.  Let { X(u, C ) ; C  ∈ E } be a Gaussian 

random field such that each      X( u, C ) is given by. 

(5.2).  Then the variation  δX( u,C  ) of 

X(u, C) when C varies in  E is expressed in the form. 

D 

C

δ G ( u, v ; C ) x ( v ) d  ( v )
δX ( u, C )    

  

 G ( u, S ; C ) x (s) n ( s ) ds, 

δ

δ

=

+

∫

∫
 

              (6.1) 

Where δG ( . , ., ; C ) denotes the variation of           G 

( . , . , ; C) in C , and where s is the parameter on the 

curve C and  ds  is the line element. 

 Before the proof of the theorem, some 

interpretations are necessary so that the formula (6.1 ) 

can well be understood. 

 1) The exact expression of the variation  

δG( u, v ; C )  is given by the so-called Hadamard 

equation ( see [2] , [ 4, § 3 ] ) : 

 

ds, ) s (δn  ) C  v;m, (G  
n

   

 ) C m; u, (G   
n

  
2π
1 -   ) Cv;u, (δG 

C

∂
∂

∂
∂

= ∫
 

             (6.2) 

Where m = m ( s ) runs through C  and where          δn 

= δn (s ) denotes the normal displacement of the point 

m (s) when C changes to C + δC. 

 

Remark 1. It is a great of the analysis that even a 

restriction of the parameter of white noise to a curve 

can be rigorously understood as is seen in the second 

term of (6.1). 

 Proof of the theorem.  The S- transform of X 

( u,C ) is 

(S X) ∫=
D

 , (v) d )  v(  ) Cv;u, (G   );,( σξξCu    

ξ  ∈  S- ( Rd)            (6.3) 

which will be denoted by U ( u, C; ξ ) . Τhe Lèvy's  

variation technique is now ready to be applied, and 

one obtains 

∫

∫
+

=

C

D

ds (s)n  (s)  ) Cs;u, (G                                                 

  (v) d )  v(  ) Cv;u, (G   ) ξ ( ) Cu, ( δU

δξ

δξ
 

Applying the   S-1  to each term one has (6.1) 
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7.  LOCAL OBSERVATION OF RANDOM   

      FIELDS 

 Since the white noise analysis has 

extensively developed, we can  

consider  x(t), x ∈ *E , evaluated at t ∈ dR  where x 

is a  sample function of dR  -parameter white noise. 

 As in the case of 1R -parameter white noise, 

we can define the  

partial derivative 
)(tx∂

∂
in the variable x(t).  Let it be 

denoted by t∂ . Namely, let U(C) be the  

S-transform(see (1.2)) of a Gaussian random field 

X(C)=X(C, x) depending on a smooth manifold C. 

Our aim is to define t∂ X(C) by using the functional 

derivative U'(C,t). 

 So far, we discussed the variation δX(C) 

with the help of the S-transform and the variation is 

local. 

 

S. Tomonaga [19] deformed δ(C)  locally,  and now 

we can consider a limit, that is, the case where delta 

δC tends to an infinitesimal movement of a point, say t 

of C. The corresponding random part can be done 

within the class of linear generalized white noise 

functional. In terms of X(C), we may consider 

)(
)(

tX
CX

∂
∂

 ,  t ∈ C. 

We have thus proved 

Theorem  Let X(C) be a Gaussian random field 

expressed in the form 

     )(CX = ∫
C

dssXsF )()(  

 Then the local deformation of C enables us to 

define the partial derivative  ssX
∂=

∂
∂

)(
 and we 

have  CttFCXt ∈=∂ ,)()(   

Remark  This method can be applied to an 

identification of a random  

system ( e.g. in biology) that changes as C deforms. 

 

8.  CONCLUSION 

(1) One shall be able to discuss the variation 

of X (C), C  ∈  C, of the form 

∫=
C

dssxCsFCX )();()(                  (7.1) 

we obtain 

      δX(C)=
{ }

C

C

F(s;C)-  F (s;C) n (s)  x (s) ds  

+ F(s;C)  x (s) n (s) ds
n

δ κ δ

δ∂
∂

∫

∫
 

                                 (7.2) 

If F is independent of C, one can think of 

transformations that carry C onto itself to determine 

the value of x (s).  

 (2) Canonical representation, can be 

considered for Lèvy's Brownian motion.  

 To fix the idea, one shall discuss a two 

dimensional parameter Lèvy Brownian motion {X 

(a) : a ∈  R2}. Set X (a) = X (t , θ), a ∈  R2, 

 t ∈  R+ , θ ∈  [0, 2π). Following H. P. McKean, one 

expands X (t, θ) in a Fourier series for each fixed t. 

Take a complete orthonormal basis is  { φn (θ) : n 

∈N} and set 

 ∫ ≥=
π

θθϕθ
2

0
0,)(),()( ndtXtX nn .                                

     (7.3)   

 

 

Then , one can prove the existence of the 

canonical representation of Xn (t) with one 
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dimensional parameter. Denote by Bn (t) the Brownian 

motion of the representation. The collection  

{ }0,:)( ≥∈ tNntBn
&   is equivalent of white noise. 
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Mathematical Study of an Influenza Model with Seasonal Forcing in Transmission Rate  
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Abstract: A deterministic mathematical model is presented and used to investigate the 
epidemiological consequences of the drift mechanism for influenza A viruses. The model predicts that 
the prevalence of a virus is maximum for an intermediate value of R0, the basic reproduction number. 
Although the equilibria of the model could not be expressed in closed form, their existence and 
threshold conditions for their stability are theoretically investigated. The model is shown to have a 
globally-asymptotically stable disease-free equilibrium (thus, influenza can be eradicated from the 
community) whenever a certain threshold, R0, is less than unity. Furthermore, the model has a unique 
endemic equilibrium (leading to the persistence of influenza within the community) whenever this 
threshold exceeds unity.  The effect of seasonality on the epidemiological regimes is investigated and 
leads to periodic and chaotic dynamics of epidemics which are present in the numerical simulations. 
 
Key words: Basic reproductive number; Equilibria; Global stability, Chaos 

 
INTRODUCTION 

 
Influenza is caused by a virus that attacks mainly the 
upper respiratory tract, nose, throat and bronchi and 
rarely also the lungs. Most people recover within 1-2 
weeks without requiring any medical treatment. In the 
very young, the elderly and people suffering from 
medical conditions such as lung diseases, diabetes, 
cancer, kidney orheart problems.  Each year anaverage 
of 20,000 excess deaths are attributed to influenza and 
its complications making the disease one of the top ten 
causes of death [4].  

Influenza is caused by a virus that can be of three 
different types (A, B and C, see [23]). Among these 
types, the virus A is epidemiologically the most 
important for humans, since it can recombine its genes 
with those of strains circulating in animal populations 
(birds, swine and horses). These relatively rare 
recombination’s give rise every few decades to new 
viral subtypes via the so called antigenic shift 
mechanism [27]. Much evidence [7,18,19] shows that 
the antigenic distance between two different strains 
influences the degree of partial immunity, often called 
cross-immunity, conferred to a host already infected by 
one of the strains with respect to the other. 

A number of mathematical models have been 
developed in the literature to gain insights into the 
transmission dynamics of influenza in a community 
(see, for instance, [2,3,9,10,15,16,20,24,25,27]). 
Andreasen  et al. [2] and  Lin et al. [20] developed 
epidemiological models to shown that multiple strains 
of influenza can persist in the human populations and 
that their prevalence can exhibit self-sustained 
oscillations through time. Pease [24] studied the  
 

emergence of new viral strains is that of introducing 
into the model a loss of immunity by the host. Gill and 
Murphy [10] and Potter et al. [25] showed that the 
probability of recovered individuals being reinfected by 
new circulating strains linearly increases with the time 
since last infection. Casagrandi [3] introduced a new 
compartment C  in the population, which can be called 
cross-immune, to design an intermediate state between 
the fully susceptible state ( )S and the fully protected 
one ( )R . Kermack and McKendrick [16] introduced 
epidemic models of temporary partial immunity – or 
variable susceptibility and have recently been studied in 
the context of influenza [15,27]. Most of these studies, 
however, not much have been done in terms of the 
mathematical modeling of human social behaviour. In 
particular, the authors are not aware of any 
mathematical study (talkless of the rigorous qualitative 
analyses of the models) for fully examining, and 
assessing, the impact of cross-immune individuals in 
the population. 

The aim of this paper is to provide a qualitative 
study of the dynamics of influenza presented introduced 
by Casagrandi et al. [3]. The model presented here is 
called an SIRC model, which is improved over the 
classical SIR by including a fourth class (C) for the 
cross-immune individuals in the population, i.e., those 
that recovered after being infected by different strains 
of the same viral subtype in the past years. Further, the 
effect of seasonality (in the presence of cross-
immunity) on influenza transmission dynamics is 
assessed via numerical simulations. The numerical 
simulations show that the simulated regimes are 
qualitatively and quantitatively consistent with reality 
for tropical countries such as Thailand and Singapore. 
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PRELIMINARIES 

  
Model Formulation 
 

The model presented in [3] for the spread influenza 
disease in the human population classifies the 
population in four classes: ( )S t is the proportion of 
susceptibles at time t (individuals that do not have the 
virus), ( )I t  is the proportion of infected at time t 
(individuals that have the virus and can infect), ( )R t  is 
the proportion of recovered at time t  (individuals 
recovered from the virus and have a temporary 
immunity) and  ( )C t  is the proportion of cross-immune 
individuals at time t . One of the main assumptions of 
this model is that the per capita birth rate is a constant 

0μ >  and the birth rate is the same as death rate.  The 
SIRC model is depicted in the compartment diagram of  
Fig. 1, and it is expressed as the initial-value initial-
value problem: 

0

0

0

0

(1 )

( )

(1 ) ( )

( )

,   (0) 0

,   (0) 0

,   (0) 0

,   (0) 0.

dS S C SI S S
dt
dI SI CI I I I
dt
dR CI I R R R
dt
dC R CI C C C
dt

μ γ β

β σβ μ α

σ β α μ δ

δ β μ γ

= − + − = >

= + − + = >

= − + − + = >

= − − + = >

 (1) 

The model assumes a population of constant size, N, so 
that N S I R C= + + + .  Since, the model is normalized 
to unity, 1S I R C+ + + = . Table 1 provides an 
interpretation of the model parameters.  
 
Analysis of the Model 
 

In this section, the model  (1) will be qualitatively 
analyzed to investigate the existence and stability of its 
associated equilibria. 
 

1. Disease-Free Equilibrium 
 

In the absence of infection (that is, 0I = ), the 
model has a disease-free equilibrium 0 (1,  0,  0,  0)P =   
 
 
 
 
 
 
 
 
 
 
 
 

Table 1:  Model parameters in  (1) 

Parameter Definition Values 

μ  The mortality rate  10.02 y−  
α  The infectious period 1365 / 3 y−  

δ  The total immune period 11/1.6 y−  
γ  The cross-immune period 10.35 y−  

σ  
The recruitment rate of 
cross-immune into the 
infective 

0 1σ≤ ≤  

β  Contact rate per year 1200 
ε  Degree of seasonality 0 1ε≤ ≤  

 
which is obtained by setting the right-hand sides of (1) 
to zero. To establish the stability of this equilibrium, the 
Jacobian of (1) is computed and evaluated at 0P . The 
local stability of 0P  is then determined based on the 
signs of the eigenvalues of this Jacobian. The 
equilibrium 0P  is locally asymptotically stable if the 
real parts of these eigenvalues are all negative. The 
Jacobian of  (1) at 0P  is 
 

0

0
0 ( ) 0 0

( )
0 ( ) 0
0 0 ( )

J P

μ β γ
β μ α

α μ δ
δ μ γ

− −⎡ ⎤
⎢ ⎥− +⎢ ⎥=
⎢ ⎥− +
⎢ ⎥

− +⎣ ⎦

 

 
with eigenvalues  1 2 ( ),  ,λ μ λ μ δ= − = − +   
                      3 ( )λ μ γ= − +  and 4 ( ).λ β μ α= − +  

Let 0R β
μ α

=
+

, thus 4 0λ <  if and only if 0 1R < . 

Since ,  1,2,3, 4i iλ =  are negative (since all model 
parameters are assumed to be positive). Thus, we have 
established the following lemma. 
 
Lemma 1. The disease-free equilibrium P0 is locally 
asymptotically stable if R0 < 1 and unstable 
if  R0 > 1 . 
 

The threshold quantity 0R  is called the basic 
reproductive number of infection [1]. In the context of 
epidemiological modeling (see [1]), it is generally 
known that if 0 1R < , then the disease-free equilibrium 
is locally asymptotically stable (and the disease will be 
eradicated from the community if the initial sizes of the 
four state variables are within the vicinity of 0P ). If the 
equilibrium 0P  is globally asymptotically stable, then 
the disease will be eradicated from the population 
irrespective of the initial sizes of the four state 
variables. Therefore, in the event of an epidemic, the 
theoretical determination of conditions that can make 

0R  less than unity is of great public health interest. Fig. 1.  Compartmental diagram for the SIRC model. 

σβ

S I

γ

R

C

(1 )σ β−

δ

β α

μ

μ

μ μ μ
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Thus, it is imperative to show that the disease-free 
equilibrium, 0P , is globally-asymptotically stable 
(GAS). This is done below. 
 
2. Global Stability of the Disease-Free Equilibrium  
 
In order to investigate the global stability of  0 ,P  we 
note, first of all, that the region 

{ }4( , , , ) : 1T S I R C R S I R C+= ∈ + + + ≤  

which is also positively invariant. 
 
Theorem 1. If 0 1R ≤ , the disease-free equilibrium 0P  
is globally asymptotically stable in T.  
 
Proof. Consider the following Lyapunov function: 
                                 V I= , 
with Lyapunov derivative (where a dot represents 
differentiation with respect to t) 
                 V I=& & 
                     ( ){ }( ) ,S C Iβ σ μ α= + − +  

                     { }( ) ,   for  1I S Cβ μ α σ≤ − + + ≤  

                     

( )0 0

( )
( )

( )

1

1   for   R <1.

I

R I

βμ α
μ α

μ α

⎧ ⎫
= + −⎨ ⎬

+⎩ ⎭
= + −

 

Since all the model parameters are non-negative, it 
follows that 0V <&  for 0 1R <  with 0V =&  only if 
I = 0 . Hence, V  is a Lyapunov function on T. 
Therefore, by the LaSalle’s Invariance Principle [12], 
every solution to the equations of the models (1), with 
initial conditions in T, approaches 0P  as t →∞ . 
 
3.  Existence and Stability of Endemic Equilibrium 
 
In the presence of infection ( 0I ≠ ), model (1) has a 
unique endemic equilibrium given by 

* * * * *( ,  ,  ,  )P S I R C=  where               
*

*
* ,

( ) ( )( )
IS

I
μ α δσα
β β μ σδ μ γ μ δ

⎡ ⎤+
= − ⎢ ⎥

+ + + +⎢ ⎥⎣ ⎦
 

 

       
*

*
*

( ) ,
( ) ( )( )

I IR
I

α β μ γ
β μ σδ μ γ μ δ

+ +
=

+ + + +
 

               
*

*
* ,

( ) ( )( )
IC

I
δα

β μ σδ μ γ μ δ
=

+ + + +
 

and *I   is the root of the equation 
                                  * *2) 0(a I bI c+ + =         (2) 

where 2 ( )a β μ α σδ= + + ,  
( )(2 ) ( ) ( )b μ α μ δ γ δ μσ γ β μ δσ= + + + + + − + , 

( )0( )( )( ) 1c Rμ γ μ δ μ α= + + + − . It is found that a  is 
positive independently of the parameter values and c is 
negative if and only if 0 > 1R . Given these constraints, 

the positivity and uniqueness of *P  are guaranteed if 
and only if 0 > 1R .  

In order to establish the local stability of P*, 
we substitue 1R S I C= − − −  to eliminate R from the 
equations in  (1) leads to the following reduced three 
dimensional model: 

       

(1 )

( )

( )

,

,

(1 ) .

dS S C SI
dt
dI SI CI I
dt
dC S I C CI C
dt

μ γ β

β σβ μ α

δ β μ γ

= − + −

= + − +

= − − − − − +

 (3) 

Evaluating the Jacobian of (3) at *P  gives the 
characteristic polynomial: 

3 2
1 2 3( ) 0f a a aλ λ λ λ= + + + =  

where *
1 2 2a Iμ γ δ β= + + +  , 
* *

2 ( 3 ) ( )( )a I Iβ β α μ δσ γ δ μ δ μ γ= + + + + + + + + ,     

( )
* 22 * * 2

3 1 2 3 4 5*
Ia D I D I D D D

G
β β β δ δ⎡ ⎤= + + + +⎢ ⎥⎣ ⎦

  

with 1 ( )( )D δσ μ μ α δσ= + + + ,    
        2 2( )( )( )D μ δ μ γ μ α δσ= + + + + ,  

        2 2
3 ((1 ) ) 2D σ μ σ γ α γ μ μγ= − − + + + + ,  

        2
4 ( )( 2 2 2 )D μ γ αγ μγ αμ μ σαμ= + + + + − ,  

         2
5 ( ) ( )D μ μ γ μ α= + + .  

Since 0 > 1R , it can be seen that  0ia > , 1,  2, 3i =  and 

1 2 3 0a a a− > , using the Routh–Hurwitz criterion [17], 
that the roots of  ( )f λ   have negative real parts. Thus, 
we have obtained the following result. 

                                                     
Lemma 2. If 0 > 1R , then the unique endemic 

equilibrium *P  is locally asymptotically stable. 
 

A SIMULATION STUDY 
 

To see the dynamical behavior of the model (1), 
the model (1) is integrated numerically by an 
unconditionally stable method (DSS1 method) (as 
developed in [6]) using the set of parameters values 
tabulated in Table 1 (unless otherwise stated) with the 
initial conditions (0) 0.15S = , 3(0) 10I −= , (0) 0.44C = , 

(0) 1 (0) (0) (0)R S I C= − − − , to illustrate the effect of 
cross-immunity on influenza transmission dynamics by 
varying the value of the cross-immunity parameter (σ).  
For instance, it is shown that when infection confers  
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Fig. 3: Time series of infective fraction  with 1200β = ;  
           (a)  0.005ε = ,  (b)  0.07ε =  and  (c)  0.3ε = . 
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Fig. 2: Time series of infective fraction with 1200β = .   
 
partial cross-immunity, the fraction of  infective 
increases with increasing value of  σ compared to the  
case in which complete cross-immunity  (σ = 1) is 
offered (see Fig. 2).  
 
The Effects of Seasonality 
 

In this section, simulations are carried out to 
investigate the effect of seasonal variation in population 
on the transmission dynamics of Influenza. Such 
variation arise due to a number of factors such 
aspathogen appearance and disappearance via regular 
annual migration [14], variations in host susceptibility 
caused by physiological processes [8] and 
environmental changes [22].   

As traditionally done for the study of childhood 
diseases since the early 70s [21,28], the seasonality can 
be introduced into the SIRC model by assuming that 
virus transmissibility varies periodically through time, 
with a yearly cycle. Thus, we can model the contact rate 
in the simplest form as a sinusoidal function of t [3], 
i.e., 
                              0( ) 1( cos 2 )t tβ β ε π= +  (14) 
where the two parameters 0β  and 0 1ε≤ ≤  represent 
the rate of transmission and the degree of seasonality, 
respectively. By substituting ( )tβ into model (1) we 
obtain a periodically forced non-linear system 

            

(1 ) ( )

( ) ( ) ( )

(1 ) ( ) ( )

( ) ( )

dS S t SI C
dt
dI t SI t SI I
dt
dR t CI I R
dt
dC R t CI C
dt

β σβ μ α

σ β α μ δ

δ β μ δ

μ β γ= − − +

= + − +

= − + − +

= − − +

 (4) 

The behavior of system (4) is too complex to be 
investigated analytically. Since empirical estimates of  
are hard to be found in general [16] and particularly for 
influenza (see the caveat in [11]), it is important to 
understand how the behavior of the SIRC model 
changes under wide variations of the values attributed 
to the parameters ε and β0 that fully describe the contact 
rate. The aim of these simulation is to investigate the 
effect of the degree of seasonality and cross-immunity 
in the presence of seasonal variation. 
 In this paper, the dynamic of model (4) will present 
in the numerical simulations with 1200β =  for different 
values of ε ; 0.005,ε =  0.07ε =  and 0.3ε = . For all 
parameter values chosen in Table 1, the model is run 
for 250 years and show the results for the last 10 years 
(Fig. 3(a)–(b)) and 20 years (Fig. 3(c)).  As ε   
increases, the solution passes from a period-one-year 
cycle (Fig. 3(a)) to a two-year cycle (Fig. 3(b)) and to 
chaotic behaviour (Fig. 3(c)). To compare the 
numerical solution of model (4) with the data in 
Tropical regimes such as Thailand and Singapore.  
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Fig. 3(b) shows a biannual epidemic cycle caused by 
the dominant strain with two peaks of activity which is 
a very general pattern for influenza in the Tropical 
regimes (see data in [3,13]). The exact timing of the 
two peaks and the difference in their amplitudes can 

vary from place to place. In Thailand, for example, the 
outbreaks can occur during spring and autumn months 
[26], while in Singapore [5,13] they occur in the 
summer and winter seasons.

 
 
 
 

CONCLUSIONS 
 

The SIRC model is used to monitor the 
transmission dynamics of influenza. This model was 
extended to incorporate the seasonal forcing in 
transmission rate. The models were rigorously 
analysed to gain insight into their dynamical features. 
The study shows the following: 
(i) the SIRC model considered in this study has a 

globally-stable disease-free equilibrium if a 
certain threshold quantity, known as the 
reproductive number, is less than unity; 
indicating that the number of infective in the 
community will be brought to zero if public 

health measures that make (and keep) the 
threshold to a value less than unity are carried 
out; 

(ii) For the extended model by adding seasonal 
forcing in transmission rate, The effect of 
seasonality leads to periodic and chaotic 
dynamics of epidemics as the degree of 
seasonality, ε, increases. 

(iii) The SIRC model with seasonal forcing can be 
used to predict the outbreaks of influenza in 
Tropical regimes such as Thailand and 
Singapore.  
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Abstract: In this paper we apply one of approaches  in category of heuristic methods as Scatter Search 
for obtaining approximate solution of optimal control problems. First, we convert optimal control 
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INTRODUCTION 

 
 In early decade Optimal Control Problem (OCP) as 
one of the most application issues has been taken into 
consideration. The analytical solution for OCP's are not 
always available. Thus, to find an approximate solution 
is the most logical way to solve the problems. Various 
approaches as, discretization, shooting method [2,3] , 
using concepts in measure theory [6], using Chebyshev 
polynomials [1], etc., have been proposed to obtain 
approximate solutions of OCP's. Some heuristic 
algorithm and their extensions are applied in topic of 
control problems. our aim is to apply Scatter Search to 
construct approximate optimal control function for 
OCP's. Scatter Search is a stochastic search technique 
inspired by the principles of natural selection and 
natural genetics which have revealed a number of 
characteristics particulary useful for application in 
optimization, engineering, computer science, among 
other fields. In this work, in order to apply Scatter 
Search to get an approximate solution for an OCP, we 
first convert The OCP to a quasi Assignment Problem 
(QASP) by a suitable linearizing. Then, we apply 
Scatter Search for the quasi assignment problem and we 
get an approximate solution as an piecewise constant 
function. Hence, the approximate solution obtained is a 
precise solution for the OCP. 
  
 

STATEMENT OF THE OPTIMAL CONTROL 
PROBLEM 

 
 Consider a classical OCP as follows: 
 
   00

( ( ), ( )) ( , ( ), ( ))ft
Minimize I x t u t f t x t u t dt= ∫         (1) 

 
 

         subject to: 
                       ( ) ( , ( ), ( ))x t g t x t u t=&                            (2) 
                       0(0) , ( ) .f fx x x t x= =                          (3) 

where ft is known and u K≤ . Our main aim is 
trajectory planning i.e. it is to find a control function 

(.)u  such that the corresponding state (.)x  satisfying 
(2)-(3) and minimize (1). In order to do this work, first, 
we discretize the interval [0, ]ft  to N subinterval 

1[ , ], 1, 2,...,i it t i N− = . Since we tend to detect an 
approximate optimal control for problem (1)-(2), we 
focus on finding an optimal piecewise control function 

(.)u  for the problem. Corresponding each interval 

1[ , ], 1, 2,...,i it t i N− = , we partition the interval [ , ]K K−  
to m  equal subinterval 1[ , ], 1, 2,...,j ju u j m− = where 

0u K= − and mu K= . Of course we need to find 
1m + constants 0 1, ,..., mu u u . Thus we consider the 

space of time and control piecewise constant segments 
as it is shown in Fig 1. 
 

 
 

Figure 1. 
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 One of approach for finding the best selection 
among of all constants in each interval of 

1[ , ], 1,2,...,i it t i N− = , and finally to find the best 
approximate control is enumerate of all cases. But we 
will deal with an extreme hard computational 
complexity. Because we must check mN piecewise 
constant functions. 
 Our aim is to use of  Scatter Search approach for 
detecting the best approximate piecewise constant 
control function.  

 If 
1[ , ]

1

( ) ( )
k k

N

k t t
k

u t u tξ
−

=

= ∑  be a piecewise constant 

function then by a numerical method as Euler method 
or Rung-Kutta, we can find trajectory corresponding 

( )u t  from (2) with initial condition 0(0)x x= . Thus, if 
( , )x u% % be a pair of the trajectory and the control which 
satisfy in (2) with initial condition 0(0)x x= and for 

given a small number 0ε > , ( ) ( )f fx t x t ε− <% , then 
we can claim that, we have been found a good 
approximate pair for minimizing functional I  in (1). 

 
CONVERTING OCP TO QASP 

 
 To convert the OCP to QASP, we use a similar 
framework of solving QAP (Quadratic Assignment 
Problem) by ACO (Ant colony Optimization). In fact, 
we decide to assign a constant { }0 1, ,...,k mu u u u∈ for 
every interval 1[ , ], 1,2,...,i it t i N− = . These constants 
are selected by a Scatter Search programm written in 
Matlab. The process will be continued until the 
objective function gets its optimal value. In other word, 
after discretion of the OCP, the problem is converted to 
a QASP with an extra objective function, i.e. we add 
the term ( ) ( )f fx t x t−%  to the original objective 
function and then, we apply Scatter Search  for this new 
criteria function. 
 Therefore, by applying the method above, the 
problem (1)-(2) with conditions (3) is converted to: 
 

( ) ( )0
0

( ), ( ) , ( ), ( )

( ) ( )

N

i i i
i

f f

Minimize I x t u t f t x t u t

M x t x t
=

=

+ −

∑% % % %

%
          (4) 

   Subject to:           
( )1( ) ( ) , ( ), ( ) , 0,1,..., 1,i i i i ix t x t g t x t u t i N+ = + = −% % % %      (5) 

                                0(0) .x x=%                                     (6) 
where, M  is a very large positive number (like as BIG-
M Method). To obtain a numerical solution for the 
problem (4)-(5) with initial condition (6) via Scatter 
Search, we focus just on the space time and control. 
Because, we use of equation (5) in definition of the 
objective function for Scatter Search. Now, we are 

ready to state the numerical algorithm to get the optimal 
control. 
 

NUMERICAL EXAMPLES 
 

 In this section we propose our method to obtain 
approximate solutions of some OCP. Before proposing 
of examples we define an error function as 

( ) ( )f f fe t x t x= −%  on [0, ]ft , where fx and ( )fx t% are 
the exact and the approximate solution obtained from 
using of  Scatter Search for the example,respectively. 
In all examples, we set 61, 10 , 1ft M K= = = , and we 
divide the closed interval [0, ] [0,1]ft = into 16 
partitions, i.e. the step size 0.0625tΔ = . Also, we use 
Euler method to solve the condition corresponding to 
the differential equation of the problem. 
 
Example 1: Consider the following OCP: 

1 2

0
( )Minimize I u t dt= ∫          

         subject to: 
2( ) ( ) ( )x t x t u t= +&                                                  

(0) 0, ( ) 0.5.fx x t= =  
 After solving the problem by the proposed method, 
we obtain the following results: 
 The final value (1) 0.500054x = , the optimal value 

* 0.4447I =  and the error function  -5(1) 5.43 10e = × . 
The trajectory and control functions are shown in fig 2 
and 3, respectively. 
 

 
 

Figure 2. 

 
 

Figure 3. 
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Example 2: Consider the following OCP: 
1 2

0
( )Minimize I u t dt= ∫          

         subject to: 
21( ) ( )sin( ( )) ( )

2
x t x t x t u t= +&                                                  

(0) 0, ( ) 0.5.fx x t= =  
 After solving the problem by the proposed method, 
we obtain the following results: 
 The final value  (1) 0.500040x = , the optimal value 

* 0.3526I =  and the error function  -5(1) 4.095 10e = × . 
The trajectory and control functions are shown in fig 4 
and 5, respectively. 
 

 
Figure 4. 

 
 

 
Figure 5.  
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Abstract:  In this paper one studies the analysis on Hilbert space with reproducing Kernel arising from 

multiple Wiener integral which is given by using reproducing kernel Hilbest space theory. Stationary 

process and a transformation τ are introduced. The explicit correspondence is established between the 

Hilbert space L2 and a unitary transformation F. A group G(P) associated with a stationary process P 

which is introduced. The Hilbert space F arising from Poisson white noise which is discussed. It is the 

fundamental example of stationary processes. The collection G(P) includes not only shift 

transformations but also some other transformatios depending on the form of the characteristic 

functional.      

 

Keywords: Hilbert Space, transformation, probability measure, measure space, characteristic  

                   functional. 

 

1. INTRODUCTION 

The multiple Wiener integral with respect to 

an additive process with stationary independent 

increments plays a fundamental role in the study of the 

flow derived from that additive process. The stationary 

processes whose sample functions are elements in E* 

which is the dual of some nuclear pre-Hilbert function 

space E. For such processes, a definition of stationary 

process is introduced. It is a triple      P =  (  E*, μ, {Tt}) 

, where  μ   is a probability measure on E* and {Tt}  is  

a flow on the measure space (E*,� u)  derived from shift 

transformations whmch shift the arguments of the functioNs 

of   E.  

In ordEr tO fac litate the diScussion� of� the 

@ilbert space L2 = L�  (E*, μ) , A transformation  τ Is 

defindd by the Follow)ng fo2mula:  

 

     

  for  ϕ ∈ L2 ,   (1.1)  

 

where < . , . > deNotes the bilinEaR form of and           . 

This transformation τ from L2 to the space of functional 

on E is analogous to the ordinary Fourier transform, By 

formula (1.1) and a requirement that τ should be a 

unitary transformation,     

F                     has to be a Hi,bert space with 

reproducing kernel C (ξ - η), (ξ,η) ∈ E × E, where C is 

the characteristic functional of the measure  μ  defined 

by  

                                                          (1.2) 

                ξ  ∈ E. 

 One study the explicit correspondence 

between L2 and F. 

 Another concept is a group G(P) associated 

with a stationary process P. Consider the set of all 

linear transformations {g} on E satisfying the conditions 

that 

(i)  C (gξ)  =  C(ξ)     for every   ξ ∈ E, and    (1.3)

)()()()(
*

, dxxe
E

xi μϕξϕτ ξ∫ ><=

E∈ξ

)),(( *
2 μτ EL≡

∫= *
),()( ),(

E

xi dxeC μξ ξ
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(ii) that g be a homeomorphism on E. 

 Obviously the collection G(P) of all such g’s 

forms a group with respect to the operation  (g1g2) ξ = 

g1 (g2 ξ). The collection G(P) includes not only shift 

transformations  Sh, h  real, defined by 

 

 (Sh ξ) (t) = ξ (t – h),    (1.4)   

 

but also some other transformations depending on the 

form of the characteristic functional. 

 An interesting subclass of stationary processes 

is the class of processes with independent values at 

every point. In these cases the independence at every 

point can be illustrated rather clearly in the space F by 

using a direct product decomposition.  Furthermore, 

because of the particular form of the characteristic 

functional, one can get an infinite direct sum 

decomposition of F:  

  F =           ⊕ Fn.   (1.5) 

Each Fn appearing in the last expression is invariant 

under every Vg, g ∈ G(P) defined by 

 (Vg f)( ξ) = f(gξ),         f  ∈ F,         (1.6) 

that is, Vg(Fn)  ⊂ Fn for  every g  ∈ G(P). With the aid 

of these two different kinds of decompositions,  F   is 

investigated.  

 

2. PRELMINARIES 

 Before defining the term stationary process let 

us first introduce some notation. Let E be a real nuclear 

pre-Hilbert space. Denote the inner product by  <  . , . 

>; it determines the norm || . ||. Let H be the completion 

of E in the norm || . || and E* be the dual of E. Then by 

the usual identification H* = H for Hilbert spaces, the 

following relation   E ⊂  H  ⊂  E*. 

 Let   B = B (E*) be the σ-algebra generated by 

all cylinder sets in E*. If C (ξ),   ξ ∈E, is a continuous 

positive definite functional with C(0) = 1, then there 

exists a unique probability measure  μ  on the 

measurable space (E*, B)  such that  

 

C(ξ) =                                         ξ ∈ E                     (2.1) 

 Where E is a subset of RT, R is the field of real 

numbers and T is the additive group of real numbers or 

one of its subgroups. Every element of E  has a 

coordinate representation  

ξ = (ξ(t), t ∈ T). For every h, the point transformation 

Sh is defined by (1.4). Assume that E is invariant under 

all of the concerning with the Sh’s. For each St, a 

transformation Tt is defined on E* as follows:  

Tt : Tt x ∈  E*,  t ∈ T   with < Tt x, ξ> = <x,  St ξ>    

                                                     for every ξ.  

Obviously {Tt: t ∈ T } forms a group satisfying  

  Tt Ts = Ts Tt = Tt+s,     s, t ∈ T , 

  T0     = I  (identity)        

The group {Tt , t ∈ T} can be considered as a 

transformation group acting on E*.  

Let B (T) be the topological Borel field of T. 

Definition 2.1 

 The transformation group {Tt, t ∈ T} is called 

a group of shift transformations if  

Tt x =  f (x,t) is measurable with respect to B × B (T). 

The triple P = (E*, μ, {Tt}) is called a stationary process 

if μ is invariant under shift transformation Tt, t ∈ T. 

Definition 2.2 

 The functional C(ξ), ξ ∈ E, defined by (2.1) 

for a stationary process   

∑
∞

=0n

∫ ><
*

),(],[exp
E

dxxi μξ
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 P = (E*, μ, {Tt}), is called the characteristic 

functional of P. 

 For the measure space, (E*, B, μ),  associated 

with a stationary process. Which the Hilbert space  L2 = 

L2 (E*, μ) of all square summable complex-valued 

functions which can be formed with the inner product                                             

    

ϕ, ψ ∈ L2.     (2.2)  

 

Lemma 2.1 

 The closed linear subspace of L2 spanned by 

{ei(x,ξ), ξ ∈ E} coincides with the whole space L2. 

 

Lemma 2.2 

 For any stationary process  

P = (E*, μ, {Tt}) there always exists a smallest Hilbert 

space  F = F (E, C) of functionals on E with 

reproducing kernel C (ξ - η),  (ξ, η)  ∈ E × E, where C 

(ξ), ξ ∈ E, is the characteristic functional of P.  

Let denote the inner product in  F by (., .). Some of the 

properties of F is obtained.   

(i)  for any fixed ξ ∈ E, C (. − ξ) ∈ F; 

(ii)  (f (. ), C( . − ξ)) = f (ξ)   for any  f ∈ F;  

(iii)  F is spanned by { C ( . − ξ), ξ ∈ E}.  

From these properties and lemma 2.1, the following 

theorem can be proved. 

 
Lemma 2.3 
 For any stationary process  

P = ( E*, μ. {Tt}) there always exists a smallest Hilbert 

space of F  = F (E, C) of functionals on E with 

reproducing kernel C (ξ - η), (ξ , η) ∈ E × E, where 

C(ξ), ξ ∈ E, is the characteristic functional of P.  

Theorem 2.1  

 The transformation τ defined by 

                                                        (2.2)

 

is a unitary operator from L2 onto  F.  

In fact, the relation   

 

                                                                       (2.3) 

shows that τ preserves norm since this relation can be 

extended to the entire space. 

 

3. ORTHOGONAL POLYNOMIALS AND 

    REPRODUCING KERNELS 

One considers the decomposition of  

)*,(2 uEL and F (E, C) associated with a stationary 

process with independent values at every point. First 

one considers, the simple case where E is a finite 

dimensional space. One can find a relation between the 

space with reproducing kernel and Rodrigues' formula 

for a classical orthogonal polynomials. Such 

considerations will aid us in considering the case where 

E is an infinite dimensional nuclear space.  

 Let v be a probability measure (distribution) 

on  R1 and C~  be its Fourier-Stieltijes transform 

(characteristic function); that is,  

∫= 1
),()(~

R

xi dxveC λλ           λ ∈ R1           (3.1)

 Appealing to Aronszajn’s results (1) stated in 

Lemma 2.2  

 One obtains the smallest Hilbert space  

)~,(~~ 1 CRFF = , the reproducing kernel of this space is  

)(~ μλ −C , 1, R∈μλ . By theorem 2.1,  there exists an 

isomorphismτ~ which maps  

∫= *
),()()(,

E
dxxx μψϕψϕ

∫ ><
*

)()( ,

E

xi dxex μϕ ξ

∑∑
==

><− −⋅=⋅⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ n

j
jj

n

j

xi
j Caea j

11

, )()( ξτ ξ
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∫ ∫==
1

)}(|)(|;{);(~ 21
22 R

dxvxffRvLL   onto  

F~   in the following way:  

∫= 1
).()()()~(

R

xi dxvxfef λλτ   (3.2)  

 One discusses the analysis on F~   rather than 

on  2
~L  , since, for one thing, the development of 

functions belonging to 2
~L  in terms of orthogonal 

polynomials turns out to be the power series expansion 

in F~ . 

 

3.1 Gaussian Distribution.  

 Consider the case where  

 

,
2

exp)2();()( 2

2
2/122 dxxdxxvdxv

⎭
⎬
⎫

⎩
⎨
⎧
−== −

σ
πσσ   

     (3.3)  

then  

.
2

exp);(),(~
1

2
2

22 ∫ ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−==

R

xi dxxveC λσσσλ λ  

        (3.4) 

Choose Hermite polynomials  

),;(1
!

)1();( 2

);(

2
2

2
σσσ

σ
xv

dx
d

n
xH n

n

xv

nn

n
−

=  

                         n  = 1, 2, …   (3.5) 

(Rodrigues' formula), which form a complete 

orthonormal system in 2
~L . The isomorphism  τ~    

maps   Hn(x)  to the  n-th  degree monomial of  λ  times  

.~C In fact, we have 

 

Proposition 1.1 

.
!

),:(~)());.(~(
2

22

n
iCH

nn

n
n

nn
σσσλλσλστ ==

     (3.6) 

 

Proof  

 )()),.(~( 2 λστ nH   (3.7)  

 

=
∫ −−

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

1 )2;()2;(1)2;()(exp!
2)1(

R dxxvxvndx
ndxvxin

nn
σσσλσ  

 

= ∫
⎭
⎬
⎫

⎩
⎨
⎧−

1
);()({exp

!
)1( 2

2

R n

nnn

dxxv
dx
dxi

n
σλσ       

=  ).;(~
!

2
2

σλλσ Ci
n

nn
n

    

More generally, we have 

 

).2:(
~

0
)(

0
)2;.(~ σλλσλστ C

n
nnna

n
nHna

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

∑
∞

=
=∑

∞

=
   (3.8)  

 

3.2  Poisson Distribution.  

 Let v(dx) be given by  

 

,
)1(

)(),()( c
cx

cS e
cxP

edxcxvdxv −
+

++
== δ    

   x  ∈  Sc,    (3.9) 

where, Sc = { −c, 1−c, 2 −c, …..}. One obtains 

orthogonal polynomials with respect to the measure  v 

(x, c) δsc (dx), which are called generalized Charlier 

polynomials, by the following generalized Rodrigues' 

formula. 

,!)(),()),(()(),( "1 ncLcnxvcxvccxp ncs
nx

n
n

−+− =−Δ−=     

   x ∈ Sc,   (3.10) 

where "
xΔ  denotes the  n-th order difference operator 

acting on functions of  x.  

The relation  

∫ ∑
∈

==
1

),()();():(~
R

Sx

xi
S

xi

c

c
cxvedxcxvecC λλ δλ  

  =  exp  }1{ cie xi λλ −−  
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is easily obtained. Now put  

 );,(
!
1),( cxnPncn

cxnQ =  (3.12) 

then one gets the orthogonality relation for Qn:  

,.....2,1,,),(),(),( ,∑
∈

==
Scx

mnmn mncxvcxQcxQ δ

     (3.13)  

Every  Pn, of course, belongs to  L2 (v, R1), and it is 

transformed by  τ~  into )()),.(~( λτ cPn . 

Then we have 

 

Proposition 3.2 

).:(
~

)1()()),.(~( cCnienccnP λλλτ −=   (3.14) 

 

Proof 

∫ −Δ−= −
1

)(),()),(()),(()()()),.(~( 1

R
S

n
x

nxi
n dxcxvcnxvcxvcecP

C
δλτ λ  

= ∑
∈

Δ−−
CSx

xin
x

nn cxvec ),()()1()( λ  

= cn ),()(
0

cxvee
m
n iximmn

n

mSx

λλ
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
− −

=∈
∑∑   

=  ).:(~)1( cCec nin λλ −         (3.15) 

Note that the last expression is of the monomial form of 

(ei λ
 − 1 ) times  C~ .   

 

4. STATIONARY PROCESS WITH  

    INDEPENDENT VALUES AT EVERY 

    POINT 

  One studies the general theory for a certain 

class of stationary processes with independent values at 

every point.  

Let P = (E*, μ, {Tt}) be a stationary process, where T is 

a set of real numbers and E is the function space  S.  Let 

its characteristic function be given by 

C(ξ) = exp ∫
∞

∞−
,))(( dttξα  

 α(x) = ( −σ2x2)/2 +     

          ∫
∞

∞−

+
⎟
⎠
⎞

⎜
⎝
⎛

+
−− ).(1

1
1 2

2

2 ud
u

u
u

ixueixu β   (4.1)

Here 0 ≤ σ2 < ∞ and dβ(u) is a bounded measure on 

(−∞, ∝) such that dβ({0}) = 0. Here P satisfies  C(ξ1 + 

ξ2) = C(ξ1 ) C (ξ2), whenever supp (ξ1 ) ∩ supp (ξ2 ) = 

φ, that is, it is a stationary process with independent 

values at every point. 

 For the moment  one studies from the flow 

{Ut, t real) to the direct sum decomposition of        

F = F  (S, C). 

Define  

K0(ξ,η)  = exp ( ∫ α(ξ(t) dt) exp ( ∫ α(−η(t) dt)  

= C(ξ)C (−η). 

 

K1(ξ,η) = ( ∫ α(ξ(t) − η(t)) dt -  ∫ α(ξ(t)dt   

  −. ∫ α(−η(t)) dt,         (4.2) 

Kp(ξ,η) =
!

1
p

 (K1 (ξ,η))p,    

         p ≥ 2, 

kp(ξ,η) = 
!

1
p

K0(ξ,η), (K1(ξ,η))p,  p ≥ 0,    

ξ,η∈ S. 

Note that C (ξ - η) = ∑∞

=0p
kp(ξ,η). By 

using the fact that α(x – y) is conditionally positive 

definite. One can prove the following lemma. 

 

Lemma 4.1 

The functionals K0 (ξ,η), Kp (ξ,η), and kp(ξ,η), 

p = 0,1, …., (ξ,η) ∈ S × S, are all positive definite 

and continuous. 
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 One obtains the Hibert spaces F. pF~  and Fp,  p 

= 0,1,2, …. with reproducing kernels C, Kp, and kp 

respectively. Consider subspaces pF~  and Fp. One uses 

the symbol ⊗* to express the direct product of 

subspaces in the sense of Aronszjn [1]. Hereafter one 

uses subscripts to distinguish the various norms. 
 

Lemma 4.2  

The space pF~  is the class of all restrictions of 

functionals belonging to  

1
~F  ⊗* 1

~F   ⊗*…..⊗* 1
~F   (p times)  

to the diagonal set pS~ = {(ξ, …., ξ); ξ ∈ S}. The 

norm 
pF~

⋅   in  pF~  can be expressed in the form 

  

11FF
F

p

~....'inf ~~
∗⊗∗= ff           

                                       (4.3) 
            

                          

 

where 'f / pS~ denotes the restriction of  'f  to pS~  

Lemma 4.3  

The space Fp  is the class of all restrictions of 

functionals belonging to pF~  ⊗* pF~  to the  diagonal set 

2
~S  = {(ξ, ξ); ξ ∈ S}. The norm 

pF
⋅ can be 

expressed in the form  

 
pF

f  =       inf           
p

~
0

~'
FF ∗⊗f    

                                 (4.4)   

    
Lemma 4.4    

The space Fp, p = 1,2, …., are mutually 

orthogonal subspaces of F. 

 
Proof.  

Put 

 Kp.q (ξ,η) = Kp(ξ,η) + Kq(ξ,η), p≠q.   (4.5) 

Then the Hilbert space qp.
~F with reproducing kernel 

Kp.q (ξ,η) is expressible in the form 

 qp,
~F = pF~  +  qF~ .                        (4.6)

To prove this assertion we first show that 

 pF~   ∩  qF~ = {0}.                 (4.7)

Suppose p > q; then 

Kp(ξ,η) = Kq(ξ,η) 
!

)!(!
p

qpq −
Kp-q(ξ,η).          (4.8)

Consequently, pF~  is the class of all restrictions of 

functionals belonging to qF~  ⊗* qp−F~ to the diagonal 

set  2
~S . Now suppose f ∈ pF~  ∩  qF~   and let 

{ })(q
kf be a complete orthonormal system in qF~  . Since 

f ∈ pF~ , it can be expressed in the form 

 f(ξ) =  )()( )(

1
ξξ q

k
k

k fg∑
∞

=

,  g ∈ qp−F~       (4.9)

But by assumption, f belongs to qF~ . Consequently, all 

the gk’s must be zero, which implies f = 0.  

 By (4.7), if       fp  ∈ pF~ ,  fq  ∈ qF~ , then  

        
2
~

2
~

2
~

qpp.q ,FFF qpqp ffff +=+  (4.10)     

2
~

2
~

2
~

2
~

2
~

qpqpp.q ,, FFFFF qpqpqp ffffff +=−+=−

  

Which imply Re (fp, fq) = 0. Similarly, one has Im (fp, 

fq) = 0. Thus one has (4.6) and the lemma.  

By the proof of lemma 4.4, one can show the 

following. 

 

Proposition 4.1 

  If Fp.q is reproducing kernel Hibert space with 

kernel kp(ξ, n) + kq (ξ, η), then 

         f' ∈ 1F~ ⊗* … ⊗*
1F~  

  f = f’ / pS~  

'f  ∈ 0
~F  ⊗* 

F~f =  'f   /   2
~S  
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 Fp.q = Fp ⊕ Fa,  p ≠ q, 

and if f ∈ Fp.q, then  

 (f ( . ), kp (. , ξ))  ≡  fp (ξ) 

is the projection of f on Fp. 

 

Lemma 4.5 

 The kernel  kp (ξ, η),  and kp (ξ, η),   p ≥ 0 are 

G(P) invariant; that is, 

 Kp (g ξ, g η) = Kp (ξ, η),   

 kp (g ξ, g η)  = kp (ξ, η)   for every g ∈ G(P). 

 

Proof 

 It is sufficient to prove that Ko and K1 are G(P) 

invariant. For Ko this is easily proved by (4.2 ) and the 

definition of G(P). Concerning K1 we have 

 K1 (g ξ, g η) = ∫
∞

∞−
α(gξ) (t) - (gη)(t)) dt - ∫

∞

∞−
 

α ( (gξ) (t)) dt 

- ∫
∞

∞−
α (- (gη)(t)) dt   = ∫

∞

∞−
α (g (ξ -η)) (t)) dt -   ∫

∞

∞−
 

α ((g ξ) (t)) dt 

- ∫ α (- (gη)(t)) dt   = K1(ξ , η),   

       (4.11) 

since every g ∈ G(P) keeps the integral 

 ∫
∞

∞−
α(ξ(t)) dt  invariant.  

  

Theorem 4.1 

 The space F has the direct sum decomposition  

 F  =  ⊕∑
∞

=0p

 Fp,      (4.12) 

and it is G(P) invariant. The kernel kp(. , ξ) is a 

projection operator in the following sense: 

 (f(.), kp(.ξ)) ≡ fp(ξ)  (4.13) 

is the projection of f on Fp.   

 

Proof 

By lemma 4.4, 

),,(
0

ηξpk
n

p
∑
=

    (ξ, η) ∈ S × S,   (4.14) 

will be the reproducing kernel of the subspace 

⊕∑ =

n

p 0
 Fp.  

Noting that  

 C(ξ, η) = ),,(
0

ηξpk
p
∑
∞

=

   

     (4.15) 

and 

),,(

2

)(.,
0

ηηη pk
m

nppk
p

∑
=

=∑
∞

= F

  

    (4.16) 

then  

F = p
p

F⊕∑
∞

=0

 

The G(P)-invariantness of Fp comes from the definition 

of Fp and lemma 4.5.  Coming back to L2 space,  one 

has the following decomposition: 

 L2 =  (p)
2L⊕∑

∞

=0p

 with        )( )(
2
pLτ = Fp. 

     (4.17) 

 

4. CONCLUSION 

 In this paper, the measure space,  (E*, B, μ), is 

associated with a stationary process, we can form the 

Hilbert space L2 = L2 (E*, μ) of all square summable 

complex-valued functions which can be formed with 

the inner product (2.2). In connection with G(P), a 

group G*(P) of linear transformations g* acting on E* . 

Another important concept relating to stationary 

processes is the purely non-deterministic properties. In 
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this paper, certain basic concepts relative to stationary 

process which are developed. We emphasized the 

importance of a stationary processes with  independent 

values at every point. We are led to the analysis of the 

L2 (E*, μ) space arising from a stationary processes P 

with independent values at every point. 
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Abstract: In this paper some pertinent material from white noise analysis is assembled, in particular 
concerning positive white noise functionals and their representation by measures. As in the finite 
dimensional case the underlying nuclear rigging is far from unique and different alternatives should be 
explored, with a view towards different applications. Energy forms are also constructed from the positive 
generalized functionals of white noise and prove the closability of its criteria for the admissibility of these 
functionals, so that the forms correspond to positive-self adjoint operators.  
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1. INTRODUCTION 

 
 The generalized concept of white noise 
functionals is presented as a suitable framework of 
white noise analysis. It is convenient to embed the 2L -
space over the white noise probability space in a 
Gel’fand triple 

2S (R) L (R, dt) S(R)∗ ⊃ ⊃       (1.1)                                               
 of smooth, resp. generalized functionals which 
generates the probability space (S (R), B, d )∗ μ  of white 
noise with one dimensional time. The construction is 
far from unique .Such construction and its result also 
readily generated to any Gel’fand triple of function 
spaces of type (1.1).In section 2, we shall specialize to 
spaces which is constructed by using ‘second 
quantization’ and Fock space techniques. This leads and 
plays central roles in finite dimensional analysis. In 
section 3, the energy forms is constructed and also give 
the criteria of its closability. In the following a 
particular example of such a triple is constructed, the 
properties of which are convenient for our purpose. 
 Let (S (R), B, d )∗ μ be the probability space  of 
white noise and denote                                                                               

2 2(L ) :  L (S (R), B, d )∗= μ   (1.2) 
Recall the correspondence between white noise 
functionals F and sequences (F , n N )n 0∈  of 
symmetric square integrable kernel functions 
ทn

n 0F L(R )    (F )∈ ∈ ฃ  given by 
ถ2 2 n n

n N0
(L ) L (R , n!d t)

∈
− ⊕%   (1.3) 

which is the standard isometry between 2(L )  and the 

symmetric Fock space over 2L (R, dt) . In order to 
introduce the generalized white noise functionals, the 
further vital properties need to be explored. 

2. GENERALIZED WHITE NOISE 
FUNCTIONALS AND PROPERTIES OF TEST 

FUNCTIONALS 
 

 The  Fock  space  is  an  algebraic  system 
(Hilbert space) used in quantum mechanics described 
quantum  states  with  variable  or unknown number of 
particles. Techanically, the Fock space is Hilbert space 
which  is  the  direct  sum  o tensor products of single-
particle  Hilbert  spaces.  In the simplest,  the  Hilbert 
space 2(L ) admits a direct sum 

decomposition: 2L )( = ⊕ nH , where nH is a subspace  
spanned by the Fourier-Hermite polynomials . The 
decomposition established above is called a Fock space.  
 Introduce the useful transformation that is 
convenient to implement (1.3) by the following one:  
(SF)( ) :   F(x )d (x)ξ = + ξ μ∫         (2.1) 

 for 2F (L )∈ and S(R)ξ∈ .If 2F (L )∈ corresponds  to 

n(F )  in the above sense, then  

n
n 1 n 1 n

n 0 nR

(SF)( ) F (t ,...,t ) (t )... (t )d t
∞

=
ξ = ξ ξ∑ ∫  (2.2) 

Let A be a densely defined linear operator on 2L (R, dt) . 
Then its “second quantized” operator is given by 

n

n
(A) A⊗Γ = ⊕        (2.3) 

acting on the Fock space on the right hand side of (1.3) 
.The operator 1S (A)S− Γ  on 2(L )  denoted by (A)Γ . 
Note that (A)Γ is densely defined, linear and on 

appropriate domains- p p(A) (A )Γ = Γ ,  
In particular, consider 

2
2

2
d

A 1 t
dt

= + −     (2.4) 

with Hermite eigen functions e , k N ,k 0∈  where  
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( )
1

n 2 1
n n 2

2e (t) 2 n! π H (t)exp( u ),n 0
−

= − ≥ . Hermite 

polynomial is ( )
2 2n α td1

n 2 2 nα t dte
H (t) α e ;α 1− −

−
= − =   

Using the recurrence relation of Hermite 
polynomial n+1 n n-1H (t) 2tH (t)-2nH (t)=  , we have 

k kAe (2k 2)e .= + Denote p 2
p(S ) :  ( (A )) (L )= Γ ⊂D

      (2.5) 
A chain of continuously and densely embedded Hilbert 
spaces (p N)∈  

2
p+1 p -p -p-1... (S ) (S ) ... (L ) .... (S ) (S ) ...⊂ ⊂ ⊂ ⊂ ⊂ ⊂ ⊂ ⊂  

(2.6) 
which is obtained and their scalar products norms are 
denoted by ( . ,  . )

2,p
 and  . 2,p .  

The system (( . ,  . ) ; p )2,p ∈Z is compatible. One 

defines the space (S) of white noise test functionals as 
the projective limit of the chain (2.6),i.e. 

p
(S)  (S )p= I     (2.7) 

and (S) is provided with the projective limit topology 
and  (S) is the countable Hilbert. Therefore its dual 

(S)∗  is given by 

p
p

(S) (S )−
∗ = U              (2.8) 

since p p(S ) (S )∗
−= . By the choice of A, (S) is nuclear. 

As usual (S )∗ϕ∈ has order p, if p is the minimal 

element in N0  such that p(S )−ϕ∈ . 

Let S(R)ξ∈ and consider the S (R)∗ - functional 
i x,F(x) e , x S (R)< ξ> ∗= ∈           (2.9) 

Then,  
p p

p
1i x,A ( ,(A 1) )2(A )F(x) e

< ξ>+ ξ − ξ
Γ =  (2.10) 
 
Now, we are going to consider special situation of the 
one treated in the previous section. We found the 
properties of this test functional space which are the 
following lemmas. 
 
Lemma 2.1: (S) is dense in 2(L ) . 
 
Lemma 2.2: (S) is an algebra. 
Lemma 2.3: Each )S(F∈ has a version F~ of the form 

n
nF(x) : x :, F

n

⊗= < >∑%    (2.11) 

with n
n

ˆF  in S(R ) . Conversely any such F%is in (S) iff  

p
n

2
n !  (A )F  

2n
Γ < ∞∑    (2.12)  

for all p N0∈ . 

Let (S)0  denote the subspace of (S) consisting of those 

F which have only a finite number of nonvanishing Fn . 

Clearly (S)0 is dense in all p(S ), p∈Z. For 

all F (S)o∈ and all 2f L (R, dt)∈  the 

cheteFr ′ derivatives fD of SF (cf (2.2)) is well-
defined. In fact, viewed as an operator on Fock space 

fD is nothing but the annihilation operator of f. The 
closure of this operator in Fock space is denoted by the 
same symbol and we set 

1
f f: S D S−∂ =     (2.13) 

If in particular f ek= , k N0∈  simply write k∂ . 
 
Lemma 2.4: For all 2f L (R, dt)∈  

: (S) (S)f∂ →     (2.14) 
 
Proof: 
By elementary calculation on derives the bound 

(n) 1/ 2 n 1 (n) F  n 2  A f   F  f 2,p 2,p 12
− −∂ ≤ +  

     (2.15)  

for (n)F given by 
(n) nF (x) : x :, Fn

⊗=< > , nˆF S(R )n ∈ .  
Since F (S)∈  is given by a sum of such functionals 
satisfying (2.12), it is clear by lemma 2.3 that the 
estimate (2.15) proves the assertion. 
Let us denote 

2 2 2( ) : (L )= ⊗L l          (2.16) 
2l  being the Hilbert space of square summable 

sequences over N0  and 
2 2: (L ) ( )∇ → L     (2.17) by 

0 1 kF : ( F, F, ..., F, ...)∇ = ∂ ∂ ∂   (2.18)   

defined on (S)0 .Obviously,∇ is closable .Its closure is 
denoted by the same symbol.  
Set 

2 2
k

k N0
F :  F 

∈
∇ = ∂∑    (2.19) 

to  prove the following . 

Lemma 2.5: F (S)∈ entails
2

F (S)∇ ∈ . 
Next we want to summarize results about positive 
generalized functionals and measures. 
 



Proceedings of ASIMMOD 2009, January 22-23, Bangkok, Thailand 
 

 31

3. CONSTRUCTION OF DIRICHLET FORMS 
FROM POSITIVE GENERALIZED 

FUNCTIONALS 
 
 We introduce the cone of positive test 
functional as  
(S) : {F (S) : F 0 a.e.}= ∈ ≥ μ −+   (3.1) 

and call *(S)ϕ∈ a positive generalized functional if it 

maps (S)+ into the positive real numbers.  
 
Theorem 3.1: For any positive generalized 
functionalϕ  there is a unique positive finite measure 

ν on the Borel algebra over *S (R) such that for all 
F (S)∈    

, F Fdϕ = υ∫ %     (3.2) 

ϕ plays as in finite dimensional analysis. Apply the 

notation d dυ = ϕ μ and write 2(L )υ for 2L ( d )ϕ υ , 

similarly 2( )υL .In order to prove this theorem we use 
the following lemma. 
 
Lemma 3.2: Let *(S )ϕ∈ . Then the map 

T ( ) : , exp[i x, ]ξ ϕ ξ = ϕ ξa  is continuous from 
S(R) into C. 
 
Proof of theorem 3.1 

Let ( )*
S

+
ϕ∈ . Clearly this entails that ϕ is realϕ = ϕ . 

If   F∈ δ  (algebra  generated  by  exponential)  then 
F  . F  is positive and , F  . F 0ϕ ≥ . This implies that   

T ( ) : , exp[i x, ]ξ ϕ ξ = ϕ ξa    is  positive definite. 
Due to above lemma we may apply Minlo’s theorem, to 
the continuous S(R) functional ( )Tξ ϕ ξa and have 
the existence of a finite measure υ  on B so that 

S(R)
, exp[i, ., ] exp[i, x, ] dϕ ξ = ξ υ∫  

By linearity this extends to the dense subspace δ of (S): 
for all F∈ δ , we have (3.2).Now let F (S)∈ . By using 
the fact that (S) is nuclear, there exists a sequence 
{ }F , n N  in n ∈ δ  which converges to F in (S).Since 
multiplication is continuous in (S), this implies that 

also
2

F Fn − converges to zero in (S). But  this  shows  

that { }Fn is  Cauchy  in ( )2L
ϕ

, converging to an 

elementψ .Selecting a subsequence, we   denote   again  

by   { }F , n Nn ∈  we  find   that F ,n → ψ υ  almost 

everywhere. On the other hand, F Fn →  pointwise. 

Thus F ,= ψ υ almost everywhere and equation (3.2) 
holds for F (S)∈ . 
 
 To focus on the study of “energy forms” 
generated by positive white noise functionals ϕ , the 
following forms will introduce 

2 2
(F) , F F d≡ φ ∇ = ∇ υ∫E   (3.3) 

 
Theorem 3.3: The energy form E arising from a 
positive generalized white noise functionalϕ , defined 
on (S), is a positive, densely defined, symmetric 
quadratic form on 2(L )

ν
. 

 
Proof: 
Note that by lemma 2.2 and theorem 3.1 

2( )=(S) (L )
υ

⊂D E    (3.4) 
Furthermore, the algebra generated by functionals of 
the forms (2.9) is dense in 2(L )

υ
and is contained in 

(S), so that the embedding (3.4) is dense. The other 
assertions are obvious. 
We now turn to the problem of closability of the 
quadratic form E . 
 
Definition 3.4: A positive generalized functional ϕ is 
called admissible if the corresponding energy form 
(3.3) is closable on 2(L )

υ
. 

 
Theorem 3.5: Let ϕ be admissible. E denotes the 
closure of E , ( )D E its domain. Then there exists a 
unique positive self-adjoint operator H with 

1 2
(H ) ( )=D D E and such that 

21 2

2(L )
(F) H F

υ

=E . 

 
Theorem 3.4: E is closable if 

2 2: ( ) (L )υ υ
∗∇ →l    (3.5)       is 

densely defined. 
 
Example 3.5: ϕ =1: in this case -H is the Laplace-
Beltrami operator 

H k k
k

∗= ∂ ∂∑     (3.6) 

where k
∗∂ is the 2(L ) -adjoint of k∂ . H is of course the 

S-transform of the number operator on Fock space and 
generates the infinite-dimensional Orstein-Uhlenbeck 
process on *S (R) .In order to describe a convenient 
criterion in the case that υ is absolutely continuous with 
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respect to μ  with positive densityϕ , one introduces the 

spaces p,q(L ) , p=2,3,…, q 0∈ Ν ,which are the 
completions of the algebra E generated by functionals 
of the form (2.9) under the norms 

q
p,q p

F : (1 H) F= +     (3.7) 

where H is the number operator (3.6). 

 Note that p q(S) (L )+⊂ 2(L )⊂ for all p=2,3,…, 

q 0∈ Ν and that these embeddings are dense and 
continuous. 
 
Theorem 3.6: Assume that 0( a.e)ϕ > μ −  and 

1 2 4,1(L )ϕ ∈ .Then ϕ is admissible. 
 
Lemma 3.7: Under the hypothesis of theorem (3.6) 

1 2 1 21
k k2∂ ϕ = ϕ ∂ ϕ    (3.8)  

for all k 0∈ Ν in 2(L ) sense. 
 
Proof: 
From the assumption it follows that there is a 
sequence ( )f : nn 0∈ Ν in E, so that 1 2 4,1

nf in(L )→ ϕ  

and 2 2
nf  in (L )→ ϕ it is easy to check that for every 

k 0∈ Ν  ; k∂ is a derivation on E , so that for every 

k 0∈ Ν ; 2
k nf∂ is Cauchy in 2(L ) . Moreover k∂ ϕ is in 

2(L ) , which can be seen as follows  

k 2 2

1 2

2

2
21 2

4

H

H

const. H

∂ ϕ ≤ ∇ϕ

= ϕ

≤ ϕ

≤ ϕ

 

where the last inequality followed from Meyer’s 
equivalence. Thus the closed graph theorem implies 
that 

1 2 2 2
k k k nn

1 2 1 2
n k n kn

( ) lim f

2 lim f f 2

∂ ϕ = ∂ ϕ = ∂

= ∂ = ϕ ∂ ϕ
 

where the limits are taken in 2(L ) . 
 
Proof of theorem 3.6: 
Let k(F ; k )0∈Ν be a sequence with kF 0=  for almost 

all k 0∈ Ν and kF ∈E for all k 0∈ Ν . Then 
2

kF (F ) ( )υ≡ ∈ l  and 

1
k k k k

k
F ( x ( ))F−∗∇ = −∂ + − ϕ ∂ ϕ∑  (3.9)  where xk is 

the multiplication operator k k(x F)(x) x, e F(x)=< > .  
 Thus 

{

}

2

2(L )

2

F 2 k k k
k

2
1

k k
k

d (x) (x) ( x )F (x)

 d (x) (x) ( )F (x)

υ

∗∇ ≤

−

μ ϕ −∂ +

+ μ ϕ ϕ ∂ ϕ

∑∫

∑∫

 

Since (Fk ∈ E)  and 2(L )ϕ∈  it is a trivial application 
of Schwartz' inequality to show  that the first  of the  
last two terms  is bounded. For the second term note 
that each kF is bounded and that the sum has only a 
finite number of terms. Thus it suffices to show that 

1 2
k

k
d (x) (x)( ) (x)−μ ϕ ϕ ∂ ϕ∑ ∫  

is bounded. By  lemma  3.7 this  expression equals 
2 21/ 2 1/ 2 1/ 2

2
4 d (x) (x) 4 Hμ ∇ϕ = ϕ∫  

which is finite by the assumption. In  the case that ϕ  is 
a  genuine generalized functional,  i.e   υ   not  
absolutely  continuous with respect to μ . 
 

4. CONCLUSION 
 
 In this paper, the fruitful properties of test 
functionals give us many interesting ideas. The 
admissibility of the energy form E plays an important 
role in white noise analysis. 
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Abstract: In solving many convection-diffusion equations, the Alternative Direction Implicit (ADI) 
schemes are very useful. In this paper, the stability of three A.D.I schemes (the Douglas Scheme; the 
Craig and Sneyd Scheme and the Hundsdorfer ) is presented. 
 
Keywords: Initial-boundary value problems: Convection-diffusion equations: ADI splitting  
                   schemes: Von Neumann stability analysis. 

 
Introduction 

 
 Research work is based on alternating Direction 
Implicit Schemes which is used to find the numerical 
solution of initial-boundary value problems for 
convection diffusion equations with cross derivative 
terms. 
 

Three Alternating Direction Implicit 
Schemes 

 
 In this paper, the large system of ordinary 
differential equations (ODEs) 
 U '(t) = F(t, U(t)) (t ≥ 0),      (1) 
with given function  F and initial value U(0) = U0, 
arising from the semi-discretization of an initial-
boundary value problem for a multi-dimensional 
convection-diffusion equation is considered. In splitting 
methods for the numerical solution of (1), the function 
F is decomposed into a sum 
F(t,ν) = F0(t,ν) + F1(t,ν) + . .. +Fk(t,ν),      (2) 
where the terms Fj are simpler to handle than F itself. 
Assume that F0 is treated explicitly in time- integration 
schemes, whereas F1, F2,...,Fk represent stiff, 
unidirectional contributions in F that are treated 
implicitly. 
 The analysis to be presented in this paper is mostly 
relevant to ODE systems (1) originating from 
convection-diffusion problems in two spatial  
variables.  For  the  formulation  of  the  splitting 
schemes below, however, the particular spatial 
dimension of the problem is not yet important. 
 Let time step Δt > 0. The Douglas scheme defines 
an approximation Un ≈ U(tn), with tn = nΔt, successively 
for n=1, 2, 3, . . .  by 
 
 

 Y0  = Un-1 +  Δt F(tn-1, Un-1), 
 Yj  = Yj-1 +   θΔt (Fj(tn, Yj) - Fj(tn-1, Un-1)),     
       j = 1,2, . . ., k, 
 Un = Yk,        (3)  
 
Here  θ > 0 denotes a real parameter, which  
specifies the scheme. In (3) the forward Euler predictor step 
is followed by k implicit but unidirectional corrector steps, 
whose purpose is to stabilize the predictor step. 
 It can be verified that the classical order1 of the scheme 
(3) is equal to 2 whenever F0 = 0 and  θ = 1/2, and it is of 
order 1 otherwise. In application  always        F0 ≠ 0 and, 
consequently, the order of the Douglas scheme (3) reduces 
to just 1, for any given θ . In the following we formulate 
two ADI schemes are formulated that attain order 2 also if  
F0 ≠ 0. 
 The subsequent scheme can be regarded as an 
extension of (3); 
 
 Y0   = Un-1 +  Δt F (tn-1, Un-1), 
 Yj   = Yj-1 +  θΔt (Fj(tn, Yj) - Fj(tn-1, Un-1)),    
     j = 1,2, . . ., k,   
 0Y%  = Y0 +    σΔt (F0(tn, Yk) - F0(tn-1,Un-1)),  

 jY%
 = -1jY -

%
 + θΔ t(Fj(tn, jY% ) -Fj(tn-1,Un-1)),         

       j = 1, 2, . . ., k, 
 Un = kY% ,        (4) 
 
Here σ > 0 denotes a second real parameter. If F0= 0, then 
(4) reduces to the Douglas scheme (3). Clearly, (3) uses 
the (stable) approximation Yk to U(tn) obtained from the 
Douglas method so as to introduce a correction with 
respect to the F0 part as well. The scheme (4) is of classical 
order 2 whenever  
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{F0= 0 and θ = ½ } or {θ = σ = ½}, and it has order1 
otherwise. Hence, contrary to (3), with the scheme (4) 
order 2 can be attained independently of F0-upon taking 
θ = σ = ½. 
 
 
 
 The so-called "iterated scheme" that was proposed by 
Craig and Sneyd [1] can be reformulated as (4). 
Correspondingly, (4) shall be referred as the Craig & 
Sneyd scheme. These authors studied the scheme (4) in 
the application to  
 
pure diffusion problems where mixed spatial derivative 
terms are present. Note that a version of the Douglas 
scheme(3) was considered in [1] as well, where it was 
called the "simple scheme". It is interesting to remark 
that a variant of (4) is used in financial option pricing. 
When applied to linear autonomous problems (1), this 
variant is readily seen to reduce to (4)) with k =2  and 
θ = σ = ½ .  
The following scheme can be regarded as a second, 
different extension of the Douglas scheme: 
 
 Y0 = Un-1 +  Δt F (tn-1, Un-1), 
 Yj = Yj-1 +   θΔt (Fj(tn, Yj) - Fj(tn-1, Un-1)), 
     j = 1,2, . . ., k,   
 0Y%

 = Y0 +    σΔt (F0(tn, Yk) - F(tn-1,Un-1)),                                                                            

 jY%
 = -1jY%

 +  θΔ t(Fj(tn, jY% ) -Fj(tn,Yk)),         
      j = 1, 2, . . ., k, 
 Un = kY% ,       (5) 
 
If   σ  =  1/2  the  scheme (5) is identical  to a scheme   
formulated   by  Hundsdorfer [5,p. 222]. Furthermore,  
in  the case  of  linera  autonomous  problems (1) it is  
equivalent  to a Rosenbrock  type  method  discussed 
e.g  in  Hundsdorfer  and  Verwer[6,p.400]. In  view  of  
(5) shall referred  as  the  Hundsdorfer  &   Verwer 
scheme. This  scheme   has  been  considered  in [5,6] 
for  the  application  to  convection-diffusion-reaction  
problems  without  mixed  derivative  terms.  
 For any given θ, the scheme (5) is of classical order 2 
if σ  = 1/2 and of order 1 otherwise, independently of F0. 
Compared  to  (4) note  e.g  that  (5)  uses  the full  right-
hand  side  function  F  from (1) for  the  update 0Y% ,  
instead  of  just  F0  alone. 
 All three schemes (3) - (5) above are called 
Approximate Matrix Factorization methods. 
 When applied to the linear scalar test            equation 
 U' (t)  =   ( λ0+ λ1  + ..... +λκ ) U (t),     (6) 
with complex constants λj (0 ≤  j ≤  k), the  Douglas  
scheme  (1.3)  reduces  to  
 Un  =  R  (z0, z1,....... , zk) Un-1      (7) 

with   zj  =  λj Δt (0 ≤  j ≤  k ) and 

 R (z0, z1, ........., zk)  =  1  + 
p

zzo +       (8) 

Here, and throughout this  paper,  we  adopt  the 
notation 
     z  =  z1 +  z2  + ......+  zk     
and    
     p  =  (1- θ z1) (1- θ z2) ..... (1- θ zk)     (9) 
The  Craig  &  Sneyd scheme  (2.4)  reduces in  the 
case of  (2.6) to 
 Un  =  S (z0, z1,....... , zk)Un-1                 (10) 
with   

 S(z0, z1,......., zk) = 1 + 2
00 )(
p

zzz
p

zzo +
+

+ σ
                                                      (11) 

 
Finally,   the  Hundsdorfer  &  Verwer  scheme  (2.5) 
reduces, in  the  case  of  (2.6) to  
 Un  =  T (z0, z1,....... , zk) Un-1                               (12) 
with   

2

2
00

2
00

10
)(21),......,,(

p
zzz

p
zz

p
zzzzzT k

+
+

+
−

+
+= σ   

                                                                          (13) 
The  iterations   (2.7), (2.10), (2.12) are  stable  if 
 | R (z0, z1,....... , zk)|  ≤ 1                 (14) 
 | S (z0, z1,....... , zk)|  ≤ 1                 (15) 
and 
 | T (z0, z1,....... , zk)|  ≤ 1                 (16) 
respectively. 
 

Stability  Of The  Three  ADI Schemes 
In The Application  To Multi-Dimensional 

Convection-Diffusion Equations 
 

 In this section, the stability  of the  three  schemes 
(3) - (5) when  applied to the  semi-discretized  k-
dimensional  convection-diffusion equation  

  
is considered on a rectangular domain, suppleme-nted 
with  initial  and boundary  conditions. Here  c  denotes  
a given  convection  vector  and D is a given  diffusion  
matrix, which is always  assumed  to be  positive  semi-
definite. If D is positive definite, then (17) is parabolic. 
The main interest is in the general equation (17), where 
D is a full (non-diagonal) matrix and c is non-zero. 
Thus, both mixed derivative and convection terms 
which are presented (17). Multi-dimensional 
convection-diffusion equations of this kind arise in 
many applied areas, such as mathematical biology and 
financial mathematics. Also note that full matrices D 
arise when converting, by coordinate transformation, 
from convection-diffusion equations with diagonal 

=  c .∇u + ∇ . (D∇u)                  (17)

1 i.e., the order for fixed non-stiff ODEs. 
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matrices D on non-rectangular domains to equations on 
rectangular domains. 
 The stability results derived in the paper for the 
three schemes (3)-(5) are primarily relevant to the two-
dimensional case of (17), i.e., k = 2. These results for k 
= 2 however   do represent a substantial improvement 
over known results existing in literature. Moreover, 
analysis covers the above three ADI schemes together 
with a large variety of spatial discretizations under one 
single umbrella. 
 The stability of (3) - (5) in the application to semi-
discrete versions of (17) using the wellknown von 
Neumann method (Fourier transformation)shall be analysis 
and the usual assumption that c and D are constant and that 
the boundary condition for (17) is periodic are adopted. This 
leads to the conditions (14), (15) and (16), respectively, 
where each  zj = λ j  Δ t with  λj  an eigenvalue of the linear 
operator Fj that is obtained after semi-discretization.  
 The main interest in this paper is in unconditional 
stability, i.e., stability without any restriction on the time 
step  Δt >0. Inline with the von Neumann method, stability 
is always understood here to be with respect to the l2-norm. 
 At present only few, partial results appear to be known 
in the literature concerning the application and the stability 
on the schemes (3)-(5) relevant to general convection-
diffusion problems with mixed 
 Craig and Sneyd [1] performed a von Neumann 
stability analysis of the two schemes (3), (4) relevant to Eqs. 
(17) with c=0 and D a full matrix, i.e., no convection, only 
diffusion. The semi-discretization was done using standard, 
centered finite differencing and a splitting (2) was 
considered where F0 contains all the discretized  corss 
derivative  terms  and Fj , for 1 ≤ j ≤  k  represents the  
discretized  diffusion operator  in the jth  spatial  direction. 
With  these  choices, it  was  proved  in [1] that the Douglas  
scheme  (3) is unconditionally  stable whenever the  
parameter   θ  is  sufficiently large, with a lower bound on   
θ  that only depends on  k,  In  particular, for  k = 2 ,  
unconditional  stability of   (3) was  obtained whenever   
θ  ≥ ½ (see also McKee  and  Mitchell  [7] if  θ  = ½). For  
the scheme (4), Craig  and  Sneyd [1] arrived  at a  similar 
result,  under an additional  condition on the  parameter  σ 
.In  particular, for  k =2, they  showed  that  (4) is 
unconditionally stable  whenever θ  ≥ σ  ≥ ½.  
 The above, favorable,  stability  results are surprising in 
view of the fact that  the F0  part  is integrated explicitly,  
whereas  its  scaled  eigenvalues  z0, which  lie on  the real 
axis,  range  from  large  negative  to large  positive values . 
 McKee  et  al. (1970) examined the unconditio-nal  
stability of an  equivalent  version of the Douglas scheme 
(3) when  applied to a standard finite  difference 
discretization of  (17)  in the two-dimensional case (k = 2)  
with  convection  (c ≠ 0) and  a cross  derivative term  (D 
non-diagonal). The F0 part  in their  case  represents again  
the discretized  cross  derivate term. Next,  Fj, for j = 1,2, 
contains the  discretized first-and  second-order  derivatives  

in the jth  spatial  direction. The  positive  result  was  
proved   by McKee  et al. that, in the presence  of 
convection, unconditional  stability of the  Douglas  scheme  
(3) is maintained  whenever  k = 2  and  θ = ½. 
 Hundsdorfer [4] considered general, necess-ary 
and sufficient, conditions on the  zj (0 ≤ j ≤  k) with 
regard to the stability requirement (14). It was  proved  
in [4] that  if  k ≥ 2, θ ≥ ½ and z0 = 0, then  (14)  holds  
for all zj (1 ≤ j ≤  k) lying  in a wedge { ζ ∈ C : |arg (-

ζ)| ≤α} if and only  if the angle 
21

1 πα
−

≤
k

. In 

particular, if k= 2 and  θ≥½, the  condition  (14) is thus 
fulfilled whenever  ℜz1, ℜz2 ≤  0 and  z0  = 0, all 
conclusions  about  (14)  are directly  valid for the  
requirement (15) as well. Additional  results  on  (14) 
under  the assumption  that z0 belongs  to the  stability  
region  of the  forward  Euler  method, 
 i.e  |1+z0 | ≤  1, were  also  derived  in  [4]. 
 The above stability bound on the angle α  was 
proved by Hundsdorfer [5] for a very general type of 
rational functions, including also (2.13) withe  z0 = 0. 
Correspondingly, it is not clear at present whether 
useful ADI splitting schemes exist that are 
unconditionally stable when applied to general (semi-
discrete) convection-diffusion problems in dimension k 
≥ 3. We remark that in the case of pure diffusion 
problems, without convection, there is no such 
limitation on the dimension, cf. [1,3]. In the latter case 
all eigenvalues z0,z1,...., zk are real. 
 The requirement (16) with σ = ½   was 
investigated numerically in Hundsdorfer [5]. The 
numerical experiments in [5] suggested that if k=2, 
z0=0 and  θ is larger than a certain threshold value, then 
(16) is fulfilled whenever               ℜz1, ℜz2 ≤ 0. This  
conjecture was proved by Lanser et al (2001), with 
threshold value 3

6
1

2
1

+=θ . Additional numerical 

results regarding (16) were presented in [5] under the 
assumption that z0 belongs to the stability region of the 
explicit improved Euler method, i.e.,                        |1 + 
z0  + ½ z0

2  | ≤ 1 . In our application, however, z0 
represents the eigenvalues of the discretized cross 
derivative terms, which may lie anywhere along the 
real axis, and we shall need a different kind of 
condition on z0 than  |1 + z0 + ½ z0

2| ≤1, or |1+z0| ≤1, to 
assess   the stability of the three ADI schemes. 
 

Conclusion 
 
 From now on our research work is continuing 
study for solving complicated engineering problems, 
namely chemical engineering problems because of the 
one read of our developing country. 
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Introduction 

 
 The initial value problem for a system of 
ordinary differential equations 
 u'(t) = F (t, u(t))  (1) 
with 0 ≤  t ≤ T and given initial value u(0) and then 
numerical schemes with step size h yielding 
approximations un to the exact solution u(tn) at time 
levels tn = nh for n = 0,1,2, …, starting with u0 = u(0) 
are considered. 
For problems that arise by spatial discretization of 
multi-dimensional partial differential equations it is 
often possible to decompose the function F into a 
number of simpler component functions, 
F(t,ω) = F1 (t,ω) + F2 (t,ω)+ …+ Fs (t,ω). (2) 
Splitting methods use this decomposition by treating in 
each stage at most one of the components implicitly. 
The best known method of this type is the ADI- 
Peaceman-Rachford method, but this method can only 
deal with 2-component splittings. In this paper the 
related second-order method of Douglas [1], known as 
the method of  Stabilizing Corrections: 
  v0 = un + hF (tn, un), 
  vi = vi-1 + ½h (Fi (tn+1, vi) – Fi (tn, un)) 
 (i = 1, 2,… ,s),  (3) 
  un+1 = vs,  
with internal vectors vi is considered. 
 A big advantage of (3) over many other 
splitting methods[1,2] is that all internal vectors vi are 
consistent approximations to the exact solution, namely 
at time tn+1. Consequently a steady state F(u) = 0, with 
F independent of t, is a stationary point of the scheme 
(3). 
 Some stability results for the scalar complex 
test equation is presented where 
 Fj (t,ω) = λjω (4) 
with λj ∈ ฃ . In applications for partial differential 
equations the λj will represent eigenvalues for the 
various components, found by inserting Fourier modes. 
Let zj = hλj.  For the test equation the method reduces to  
  

un+1 = Run  (5) 
with growth factor 

R = 1 +  1 1( (1 )) .
21 1

s s
z zj j

j j
−Π − ∑

= =
  (6) 

And this R corresponds to the stability function for 
standard one-step methods. Ideally, one would have 

1R ≤  for arbitrary λj in the left half-plane −ฃ  without 
restriction on the time step. For R given by (6), this is 
not true if s ≥ 3. 1R ≤  when all zj are real and negative 
(unconditional stability for purely parabolic equations) 
[3]. On the other hand, if s ≥ 3 and all zj = iy then 

1R > for any y≠ 0 (unconditional instability for purely 
hyperbolic equations) [5]. In this paper one of the 
theorems for some stability results which are applicable 
to advection-diffusion and advection-reaction equations 
are presented. 
 
Theorem 

Let R = 1 + 1 1( (1 ))
21 1

s s
z zj j

j j
−Π − ∑

= =
 be the growth factor 

with s ≥ 2. Then 

1R ≤  for all zj ∈ 1 ,
1 2

W
s

παα⇔ ≤
−

  

where the wedge ay 
{ }: arg( )W ζ ζ αα = ∈ − ≤ฃ  

in the left half-plane. 
 
Proof of Theorem 

Let ξ = R-1  and η = 
2

1 1
( )

2
.z j

j ξ
− +∑  

Where all summations will be from 1 to s, unless 
indicated otherwise. 
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Clearly 1≤R  is equivalent with the following 

1 1
1 1 Re Re 0

2
.ξ η

ξ
+ ≤ ⇔ ≤ − ⇔ ≥  

By some calculations it is seen that 
2

j j k
j j<k

3
j k l

j<k<l

s
1 2 s

1η=-( z )(1+(- ) z z +
2

1(- ) z z z +...
2

1+(- ) z z ...z ).
2

∑ ∑

∑  (7) 

 
By considering zj on the boundary of Wα the statement 
of the theorem can be verified as follows.  

Let tj ≥ 0 be arbitrary, 0 ≤ q ≤ s
2
1

 and  

zj = -eiα tj (1 ≤ j ≤ s - q), 
zj = -e-iα tj (s – q < j ≤ s ). 
If q = 0, 

2 2

1 2

1( )(1 ( )
2

1... ( ) ... )
2

i i
j j k

j j k

s si
s

e t e t t

e t t t

α α

α

η −

<

= +

+ +

∑ ∑
      

and  
2

1 2

1Re  ( )(cos( ) ( ) cos( )
2

1... ( ) cos(( 1) ) ... ).
2

j j k
j j k

s
s

t t t

s t t t

η α α

α

<

= +

+ + −

∑ ∑
 

It follows that Re η ≥ 0 for all tj ≥ 0 if and only if  
cos (kα) ≥ 0 (k = 1, 2, …,  s -1), that is, 

  (s – 1) α 
2
π

≤   (8) 

Next, suppose that q = 1. Then from Equation  
 (7) 

 
1

0
( )( ).

s
i i ik

j s k
j s k

e t e t p eα α αη
=

−

< =

= +∑ ∑  

with pk ≥ 0 depending on the tj. The actual expressions 
easily follow from (7). In particular 

ps-1 = 1
1 2 1

1( ) ... ,
2

s
st t t−
−     

1
3 1 2 1

1 2 1

1 1 1 1( ) ... , ( ... )
2

s
s s s

s

p t t t t
t t t

−
− −

−

≥ + + + . 

Assuming (8), it follows that  
1

1 2

1
1 2

1Re  ( ) cos( ) ...
2

1( ) ( 1)cos(( 4) ) ... .
2

s
s

s
s

s t t t

s s t t t

η α

α

−

−

≥

+ − −
 

Further more, equation (8) implies cos (sα) + (s-1) cos 
((s-4) α) ≥ 0. Hence, also for this case   q = 1, it can be 
seen that Equation (8) implies 1≤R . 

Finally, suppose that q ≥ 2. Then 

( )( )
s q

i i ik
j j k

j s q j s q k q
e t e t q eα α αη

−
−

≤ − > − =−

= +∑ ∑ ∑  

with qk ≥ 0. Therefore, Re η is a sum of cos (kα) terms 
with –(q+1) ≤ k ≤ s-q+1 and nonnegative coefficients, 
and again it follows that Equation (8) is sufficient to 
have 1≤R . 
 

Remark 
 
If s = 3 and jz = iy for j = 1, 2, 3, then Re 

0
8
3 4 <−= yη  for any y ≠ 0. Hence, for any C > 0, 

max { R :zj = iyj, jy ≤ C } > 1. This instability 

results was already obtained by Warming and Beam [5] 
for a class of multistep spitting methods, containing the 
Douglas method as a special case. 
 
Theorem 
 

Let R = 1 + 1 1( (1 )) ,
21 1

s s
z zj j

j j
−Π − ∑

= =
 and let 

1 1r s≤ ≤ −  . Then | | 1R ≤  for arbitrary 

1 1
1

0
2

,..., , ,..., .s s s s r
z z w z zβ γ

π
β−ϒ − + < ⇔ ≤

−
∈  

 
 Proof of Theorem 
 
 First, one of the case is considered where one 
of the kz  is real and negative, say sz < 0. The other jz  

are assumed to lie in the wedge Wβ . It will be shown 
that  

 ( 1)
2

s πβ− ≤   (9) 

is necessary to guarantee that | | 1R ≤  if  sz →−∞ . By 
Theorem from section 2, it can already be known is a 
sufficient condition for arbitrary 0sz < . 

 In the limit sz →−∞  we have R S→  with  

 1 11 2( (1 ))
2

S z j
j s

−= − −∏
<

. 

 
It is easily seen that | | 1S ≤  is equivalent with 

 Re 1(1 ) 1
2

z j
j s

− ≥∏
<

. 
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Take  (1 1)iz e t j sj j
β=− ≤ ≤ −  with 0jt > . Then 

Re 1(1 )
2

z j
j s
∏ −
<

=  

2 1
1 2 1

1 1 1Re  (1 ( ) ( ) ... ( ) ... )
2 2 2

s
j j k s

j s j k s
z z z z z z−

−
< < <

+ − + − + + − =∑ ∑  

1 1 21 cos( ) ( ) cos(2 )
2 2

t j
j s

β β= + +∑
<

 

1 1... ( ) cos(( 1) ) ... .1 2 12
st t s t t tj k sj k s

β−+ + −∑ −< <
 

 
Thus it can be seen that (9) is necessary if 1 1,..., st t −  
are sufficiently large. 
 Next the general situation 

1 1,..., , ,..., 0s s r sz z w z zβ−ϒ − +∈ < with 1 1r s≤ ≤ −  is 
considered. Then the result  

 ( )
2

s r πβ− ≤   (10) 

is a necessary and sufficient condition for | | 1R ≤  must 
be shown. 
 

Note that R is fractional linear in all jz  with 

denominator 11
2

z j− . Considering fixed 1,..., sz z −ϒ , it 

follows that  
| | 1R ≤  for all 1 0,...s sz z−ϒ+ <  

if this holds for 1,...,s sz z−ϒ+  equal to 0 or ∞ . This 
amounts to verification of the two inequalities 

 1 11 ( (1 )) | 1,
2

| z zj j
j sj s

− ∑∏+ − ≤
≤ −ϒ≤ −ϒ

   

 1 1|1 2( (1 )) | 1.
2

z j
j s

−− − ≤∏
≤ −ϒ

 

 
From the above results, with s r−  replacing s and s-1, 
respectively, it follows that this will be satisfied for 
arbitrary ,...,z sz z wβ−ϒ ∈  if and only if (10) holds. 
 

Conclusion 
 

We are now studying to compare the 
trapezoidal rule and implicit midpoint rule with the 
splitting methods which make of the method of 
fractional steps of Yanenko ( the late famous Russian  
professor) and then we will continuous our research 
work using these methods of splitting, to solve the non-
linear for convection-diffusion problems. 
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Abstract:  We investigate the diffusion behavior of substrate on teeth leading to dental plaques. 
The sorption of any substrate concentration on teeth, which we model as a nonlinear process, 
activates the plague formation. Specifically, the extent of dental plaque depends on individual 
features of a tooth. We have been able to show that it is possible to obtain the exact solution of this 
model by using travelling wave coordinate where the wave is assumed to be moving at a constant 
speed. 
 

1. Introduction  
 
               In this study, we focus on the extent of the 
dental plaque where biofilm behaves as a porous system 
while the bacteria act as reactors and the sorption of the 
substrate concentration on teeth is activated 
independent of the types of substrate. Moreover, we 
show that under certain conditions, it is possible to 
obtain the exact closed form travelling wave solutions 
of a nonlinear dental plaque model. 
 
2.  Mathematical  Model 
 
             We consider the following dental plaque model  
which we have modified from that in [1]:  
                                                                                                                              
 

          (1) 
                                                                                                                                      
 
                                                                                 (2)             
where           and         are the mobile and immobile 
concentrations of the solute in the aqueous phase and 
absorbed phase,  respectively. Further, D is the 
diffusion constant,      is a constant related to rate of 
change of        in time,      is convection coefficient such 
that                      ,         is reaction rate constant, and      
is a constant related to          
  We study this model which is given by (1) and 
(2) on the real line for t > 0  when zero asymptotic 
condition is assumed to eliminate the constant of 
integration. 

             If the rate of change of       is very small when t 

tends to infinity (i.e, 0iC
t

∂
=

∂
), (2) yields 

1
2

i mC Cβ
γ

= . Then, we can reduce (1) as in [2]. 

 
 Before proceeding further, we transform [3] 
Eqs. (1) and (2) to the following form: 
 
 
 
 
 
 
 
by appropriate changes of variables. We then introduce  
the   traveling   wave   coordinate 
                       [4,5] , the wave being assumed to be 
moving at a constant speed. Then, we have a single 
second-order differential equation in        , 
 
 
                                                                                 (3) 
 
We then solve this equation to obtain the exact solution 

to this model by letting 
3
4

m m mC aC bC′ = +  be the 
solution of (3), where a and b are not equal to zero and 
n is a positive integer. 
 
 
 

2

2
m m i mC C C CD
t x t x

α δ∂ ∂ ∂ ∂
= − −
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1
2 ,i

i
C Cm C
t

β γ∂
= −

∂

mC iC

α
iC δ

56 10δ −≥ × β
γ .iC

mC

z x vt= − %

1
2 2

2 2 2( 1) ( ) 0m m m mvC v v C v C vCδ δ β″ ′+ − − + − − =

2

22
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t x t x
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= − −
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1
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2
i

i
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= −
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3. Results 
We obtain the exact solution for this model system as,  
 
                                                                                                                                      
 
                                                                                (4) 
 
 
 
                                                                                 
                                                                                                                                                                                      (5)                            
 
Here, for i = 1,2,3,4, 
 
 
 
 
 
                                                                                                                                      
 
 
                                                                                 (6) 
 
 
 
 
In figures 1-2, we show the plots of the mobile and immobile concentrations with  

1,α γ= = 10 5 76 10 , 6 10 , 10 ,D δ β− − −= × = × =   

and v = 2.09077, as functions of  x  

as t%changes from 0 to 20. 
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Figure 1. The mobile concentration waves at time 0t =%  (left most), 10t =%  and 20t =% (right most) at a constant  
                  speed is 2.09077. 
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Figure 2. The immobile concentration waves at time 0t =%  (left most) , 10t =%  and  20t =% (right most) at a 
                  constant speed is 2.09077. 
 
4. Conclusion 
 In this work, we have shown that the exact 
solution can be found for a dental plaque model with 
appropriate nonlinear sorption term and in figures 1-2 , 
we can see that the dental plaque is increasing (as t 
tends to infinity) while the wave of the solute 
concentration is moving at a constant speed.              
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Abstract: It has been discovered that malfunction in the voltage-gated sodium channels can cause 
abnormalities of skeletal muscle in the form of myotonia and periodic paralysis. This research 
considers the channel behavior in terms of the dynamics of membrane potentials. We have modified 
the Hodgkin Huxley model (Hodgkin and Huxley, 1952) by reformulation of the sodium current term. 
A stability analysis of the model system consisting of rate equations on the membrane potentials and 
the probability of gates activation is carried out. Using the singular perturbation method, the existence 
of limit cycles will be examined.  We also derive conditions on the system parameters under which the 
model exhibits various dynamic behavior found in clinical observations. 
 
Key words: Skeletal muscle model, slow-fast oscillations, myotonia, periodic paralysis 
 

 
 

INTRODUCTION 
 
 This research investigates the qualitative behavior 
of a model for skeletal muscles to understand the 
mechanism whereby the alterations in the voltage-gated 
non-inactivating sodium channels cause myotonia and 
periodic paralysis.  The Hodgkin Huxley model [3] is 
reformulated by changing of the sodium current term.  
The surface membrane potential has been observed to 
have very fast dynamics while the T-tubule membrane 
potential has the slowest dynamics. The probability of 
activation gates of the surface membrane potassium 
channels to be open is assumed to have intermediate 
dynamics. In such a situation of highly diversified 
dynamics, the model may be analyzed by the singular 
perturbation technique.  The conditions under which of 
the model exhibits different dynamic behavior that 
resembles clinical observations are derived by 
considering the paths of solution trajectories on the 
system’s equilibrium manifolds in various shapes and 
locations 
 

A SKELETAL MUSCLE MODEL  
 
 The model proposed by Cannon and co-workers in 
[2] consists of surface and T-tubule membrane 
compartments. They assumed that the fiber is space-
clamped such that all points of the surface membrane 
and T-tubule membrane are at the same potential. This 
property means that the entire T-tubule is attached to a 
unit area of the surface membrane. Disorder can arise 
 

 from a loss of function in the inactivation of the 
sodium channels. They modified the model by changing 

the sodium current term. Letting  fcd, 0 ≤ ≤cdf 1, be the 
fractional proportion of non-inactivating sodium 
channels, the full model is the eight-dimensional system 
of ordinary differential equations [2].  Under the 
observations made by Cannon et al. in [1], the system 
reduces to  
 
where v is the surface membrane potential (mV),  w is 
the T-tubular membrane potential (mV),  n is the 
probability of activation gates of surface membrane 
potassium channels to be open, CM is the capacitance 
(µF/cm2), Nag is the maximal sodium conductance 
(mS/cm2), Kg is the maximal potassium conductance 
(mS/cm2), gl is the leak conductance (mS/cm2),  El, ENa 
and EK are the reverse potentials of the surface 
membrane (mV) , %

lE , %
NaE  and %

KE  are the reverse 
 

M
dvC
dt

= 3( ) ( ) ( )∞− − − −m l l cd NaNaI g v E m v f v Eg  

               4 ( ) ( )− − − −K aKn v E g v wg  
(1)

      dn
dt

= ( )(1 ) ( )− − %%n nv n v nα β  (2)

M
dwC
dt

= 4( ) ( )( )∞− − − %%%b K KKg v w r w w Egη  

3( ) ( ) ( )∞− − − −% %% %l l l Na cd NaNag w E m w f w Egη η  
(3)
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potentials in T-tubular membrane (mV), Im is the 
external applied current (µA/cm2), 1000=

aa Rg , 

and =% a
b

g
g

γ
. Ra is an access resistance at the vestibule 

of the tubule (Ωcm2), 0 5= .%lη , 0 1= .%Naη   and 
0 4= .%Kη  are the ratios of T-tubular to surface 

membrane channels, γ = 4.8 is the ratio of the T-tubular 
membrane area/unit area of surface membrane,   

( )
( )

( ) ( )∞ =
+

m

m m

x
m x

x x
α

α β
;  x = v,w 

( )

( )( )
1 − − /

−
=

− m m

m m
m x V K

x Vx
e α

αα , ( )( ) − − /= m mx V K
m mx e ββ β , , 

( )

( )( )
1 − − /

−
=

−
%

n n

n n
n v V K

v Vv
e α

αα , ( )( ) − − /=% n nv V K
n nv e ββ β ,. 

( )
( )

( ) ( )∞ =
+

n

n n

w
r w

w w
α

α β
, 

( )

( )( )
1 − − /

−
=

− n n

n n
n w V K

w Vw
e α

αα , ( )( ) − − /= n nw V K
n nw e ββ β . 

The values of the parameters in these expressions, 
representative of mammalian muscles, either of rats or 
human, were reported by Cannon et al. in 1993 [1].  
 

SINGULAR PERTURBATION ANALYSIS 
 
 In order to carry out a singular perturbation 
analysis on (1) – (3), we introduce small scaling factors 

ε and δ by letting =
%n

n
α

α
ε

, =
%

n
n

β
β

ε
, =%b bg gεδ , 

=%l lη εδη , =%Na Naη εδη , and =%K Kη εδη . The model 
system (1) – (3) can then be written as 
 

dv
dt

= ( , , )F v n w  (4)

dn
dt

= ( , , )G v n wε  (5)

dw
dt

= ( , , )H v n wεδ  (6)

where 
( , , )F v n w  = { 31 ( ) ( ) ( )∞− − − −m l l Na cd Na

M
I g v E g m v f v E

C
 

}4 ( ) ( )− − − −K K ag n v E g v w  
( , , )G v n w  = ( )(1 ) ( )− −n nv n v nα β  
( , , )H v n w  = { 31 ( ) ( ) ( )∞

− − + −% %
l l l Na Na cd Na

M
g w E g m w f w E

C
η η  

}4 ( )( ) ( )∞ − + −%
K K K bg r w w E g w vη  

 

 Thus, when f1, f2, and f3 are finite and nonzero, 

(1)= Οdv
dt

, ( )= Οdn
dt

ε , and =dw
dt

εδ  so that, for 

small ε and δ, v has the fastest dynamics,  n the 
intermediate, and w the slowest amongst the three state 
variables, as has been observed in [1]. 

 Then, for sufficiently small values of ε and δ, the 
solution of the system can be approximated by a 
sequence of simple dynamic transitions occurring at 
different speeds. First, for appropriate parametric 
values, the fast manifold 

 ( , , ) 0=F v n w   (7) 

is shaped as shown in Fig. 2. Solving equation (7), the 
fast system has an equilibrium manifold where 0=dv

dt
 

given by  
1

3 4( ) ( ) ( ) ( )
( )

∞⎧ ⎫− − − − − −
= ⎨ ⎬−⎩ ⎭

m l l Na cd Na a

K K

I g v E g m v f v E g v w
n

g v E
   

1( , )≡ n v w  (8) 
 

 The intermediate manifold 

 ( , ) 0=G v n  (9) 
 

yields 

 ( )
( ) ( )

=
+

n

n n

v
n

v v
α

α β 2 ( )≡ n v  (10) 

 The slow manifold  

 ( , ) 0=H v n  (11) 

or equivalently 

{ 3
3

1( ) ( ) ( )∞
−= ≡ − −Na Na s cd s Na
b M

v n w w g m w f w E
g C

η  

}4 ( )( ) ( ) ,∞+ − + −% %
K K s s K l l s lg r w w E g w Eη η  

intersects the curve 2( , ( ), ) 0=F v n v w at the equilibrium 
point ( , , )s s sv n w . That is, we have 

( , , )s s sF v n w = 0 (12)

( , )s sG v n = 0 (13)

( , )s sH v w = 0 (14)
 
 To ensure that the line where G = 0 intersects the       
(n, w)-plane lies entirely above the relative maxima on 
the surface F = 0, or 1( , )=n n v w , we also assume that 

 2 1(0) ( ,0)> Mn n v  (15) 
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where vM is the value of v at the relative maximum 
point of 1( ,0)=n n v , 1( ,0)n v being increasing with w.  

 There are then three cases of interest, the 
equilibrium manifolds and solution trajectories in each 
of which are shown in Figure 1. 

 
Case I :  The curve F = G = 0  lies in the region where 
the manifold F = 0 is stable for all  w in the region of 
interest.  Since w < 0 in the entire region of interest, 
considering 1( , )n v w  in (8), we see that 

1 1( ,0) ( , )>n v n v w forall w < 0. The shapes and relative 
positions of the equilibrium manifolds will therefore be 
as depicted in Fig. 1a) if the following inequalities hold: 
 2 1( ) ( ,0)>m mn v n v ,  (16) 

 2 1( ) ( ,0)>M Mn v n v ,  (17) 

 1( , )
0

∂
<

∂
s sn v w
v

,  (18) 

and  

 
2

( )1
2

,
0

∂
>

∂
s sn v w

v
 (19) 

where vm and vM are, respectively, the values of v at the 
relative minimum and relative maximum points of  

1( ,0)=n n v  as seen in Fig. 1.  

 
Case II : The curve  F = G = 0  lies in the region where 
the manifold  F = 0 is unstable for all  w in an open 
interval ( , )= − +s sI w wδ δ  for some δ > 0.  The 
shapes and relative positions of the equilibrium 
manifolds will be as depicted in Fig. 1b) if the 
following inequalities (18), (20) are satisfied, and  

 1( , )
0

∂
>

∂
s sn v w
v

. (20) 

 
Case III : The curve F = G = 0 lies in the region where 
the manifold F = 0 is unstable  for <w w  and passes to 
the region where the manifold F = 0 is stable for  

>w w ,  for some w < ws < 0.  The shapes and relative 
positions of the equilibrium manifolds will be as 
depicted in Fig. 1c) if (15), (17)-(19) hold and 
 2 1( ) ( ,0)<m mn v n v .  (21) 
 

RESULTS AND DISCUSSION 
 
 Computer simulations of the model system with 
parametric values chosen to satisfy the conditions that 
characterize each of the three cases discussed in the 
previous section are shown in Figure 2. As theoretically 
predicted, the trajectory approaches the stable steady 

state as time passes in Fig. 2a) which corresponds to 
Case I. It tends to a limit cycle in Fig. 2b) which 
corresponds to Case II, and a damped oscillation is seen 
in Case III in Fig 2c). The common parametric values 
utilized here are those reported in [2], except for those 
parameters that elicit different dynamic behavior from 
the model, such as fcd, and El, or Im. In all computer 
simulations discussed here, γ = 4.8,  ga = 6.7,  gl = 0.75,  

=Nag 150,  =Kg  21.6, ηl = 0.5, ηNa = 0.1, ηK = 0.42,   
El = −85.032, ENa = 46.5839, EK = −93.127,  

46.5839=%
NaE , 93.127= −%

KE , 76.3144= −%
lE , 

0.288=%mα , 0.0081=%hα , 0.0131=%nα , 1.38=%
mβ , 

4.38=%
hβ , 0.067=%

nβ , 46= −mV , 45= −hV , 
40= −nV , 10=mKα , 14.7=hKα , 9=nKα  18=mKβ , 
9=hKβ ,  and 40=nKβ . Here, 1.0= =ε δ , which 

means that the traced transitions give good 
approximation to the exact solution trajectory even 
when ε and δ  need not be so small.  

 
CONCLUSION 

 
 The dynamical behavior of a skeletal muscles 
model, composed of the membrane potentials and the 
probability function connected to the opening of the 
potassium channels activation gates, are discussed in 
this study. The analysis of system is carried out using 
the singular perturbation technique. The conditions 
under which were classified on three state variables the 
solution trajectories exhibit different dynamic behavior 
have been derived, which can potentially be linked to 
various as pathological situations of interest. 
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Application of Generalized Brownian Functionals to the Feynman Integral  
 

 

 

 

Abstract : In this paper, we give an interpretation to classes of generalized Brownian functionals from 

the viewpoint of functional analysis. We discuss the application of this theory to the so-called 

Feynman integral. We reformulate the path integral for the propagator in terms of Brownian 

functionals where the averaging over paths is understood as an expectation over fluctuating paths 

generated by Brownian motion. In order to evaluate the propagators are interested in Lagrangians with 

local potentials which grow at most questionably. 

 We mean a nonlinear functional of a Brownian motion [B(t)]: f(B(t), t ∈ T) by a Brownian 

functional. Finally we step towards an application to the Feynman path integral.  

    

INTRODUCTION 

The purpose of this paper is to give an 

interpretation, from the viewpoint of functional 

analysis, to classes of generalized Brownian 

functionals, in particular to exponentials of quadratic 

(generalized) functionals and to discuss the 

application of this theory to the so-called Feynman 

integral. As an example one reformulates the path 

integral for the propagator in terms of Brownian 

functionals, where the averaging over paths is 

understood as an expectation over fluctuating paths 

generated by Brownian motion. In order to evaluate 

the propagators one has attention mainly to 

Lagrangians with local potentials which grow at most 

quadratically.  

Before one comes to our main topics the 

theory of Brownian functionals are expressed in 

section 1. By a Brownian functional one means a 

functional f, nonlinear in general, of a Brownian 

motion {B (t)} : f (B) (t), t ∈ T). then in section 2, 

one is  led to introduce generalized Brownian 

functionals, which will allow in particular the 

formulation of (nonlinear) functionals of white noise 

B(t) = (d/dt)  

 

 

B(t).  One discusses various examples, with some 

remarks on possible generalization. 

The analysis one steps forwards towards an 

application to the Feynman path integral in Section 3, 

the second subject to be discussed in this paper.     

 

1. BROWNIAN FUNCTIONALS 

For simplicity the time parameter space  T  

is taken to be R1. (Applications in quantum field 

theory will require generalizations to Rs+1. A 

Brownian functional can be expressed as a functional 

of white noise  {
.
B (t), t ∈ ก 1}. A realization of 

such functionals may be given by introducing the 

Hibert space (L2) ≡ L2 (S  *, μ), where  S  * is the dual 

of the Schwartz space   S  (R1) and where  μ  on      S  

* is the probability distribution of {
.
B (t), t ∈ R1} 

with the characteristic functional  C (ξ):      

( ) ( , )

*
( ) ( ) ( ).iB i xC E e e d xξ ξξ μ= = ∫

&

l
           (1.1)
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With this  μ, almost every  x  ∈ S  *  is viewed as a 

sample function of  B& (t), and hence any element  

ϕ(x) in (L2) can be thought of as a realization of a  

 

Brownian functional with finite variance.  

The structure of Brownian functional can be 

learned by introducing as isomorphism T  as follows:  

 

∫= * ).()(),()()(' ST xdxxie μϕξξϕ         (1.2)  

The collection  F = { T ϕ; ϕ ∈ (L2)} forms a 

reproducing kernel Hilbert space with kernel  

C (ξ - η), ξ, η ∈ S, and  T  gives the isomorphism  

F.≅)( 2L    (1.3) 

Another basic tool of our analysis is the 

Wiener-It ô decomposition of (L2):  

∑
∞

=

⊕=
0

,

2 )(
n

n
L H   (1.4) 

where Hn is the space of multiple Wiener integrals of 

degree n spanned by the Fourier-Hermite 

polynomials in  x  of degree   n.  

Now one  states the theorem on the integral 

representation of Brownian functionals. 

   

Theorem 

Associated with  ϕ ∈ Hn is a symmetric  

L2 (R2n) – function  F such that  

),()()()( ξξξϕ UCni=T                           (1.5)  

 1 1( ) ( ,....... ) ( )....... ( ) ,
n

n
n nU F t t t t d tξ ξ ξ= ∫ก

 

and such that  

2 2
2 2
( ) ( ).

|| || !|| || nL L
n Fϕ =

ก
   (1.6) 

So one has actually two representations of 

such ϕ: through  U(ξ) with  in C(ξ) U(ξ) ∈ F, or 

through symmetric square integrable functions  F  in  

L2 ( ก n)ˆ, which is the subspace of L2 ( ก n)  

consisting of symmetric functions. Namely, the above 

integral gives rise to the isomorphism  

 

2 ˆ! ( )n
n n

n n n
n L⊕ ≅ ⊕ ≅ ⊕∑ ∑ ∑ ก

KT

F H   

(1.7) 

where F n is the image of the subspace  Hn  

under  T.  

The projection Pn : F  F n  acts on vectors  

f ∈ F  as follows:  

0)(
)()(

!
1)()(

=
=

λλξ
λξ

λ
ξξ

C
f

d
dC

n
fP n

n

n
        (1.8)

Example 1.1 

Let  {en ∈ λ } be orthogonal and {an} ∈ l1, 

and consider the trace class operator  K = ∑n an Pn ∈  

B 1 (L2 (R1)), where  Pn denotes the projection 

operator to the one dimensional subspace spanned by 

en. Then one finds for  ϕ ( B&) =  ∑n an B&  (en)2  ≡ ( B& , 

K B&).  

( , ) ( ) ( ){ ( , ) }B KB C K Tr Kξ ξ ξ ξ= − +& &T
.                                    (1.9) 

From this one sees that the Hermite 

polynomial (‘normal ordered’ or ‘Wick ordered’ 

polynomial) ( B& , K B& ) – Tr K, for short : ( B& , K 

B&) :, is in H2 with  

2 1L ( ),
(:( ,K ):) ( ) -C( ) ( ,K )B B ξ ξ ξ ξ=

ก
& &T (1.10a)

ℵ 1 2 1 2(: ( , ) :) ( ) ( ) ( , )n n n
n

B KB a e t e t K t t= + ≡∑& &   

(1.10b) 

With regard to the above example (2.5) one 

we considers only : ( B& , K B&):, one may drop the 

condition that K be in trace class. One shall deal with 

a Brownian functional, an element of (L2), as long as  

ℵ 1 2 1 2(: ( , ) :) ( , ) ( , )B KB t t K t t= =& &  
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is square integrable, i.e. as long as K is a Hilbert-

Schmidt operator. If K is not in trace class the 

(additive) renormalization in the definition of  

: ( , ) :B KB& &  is necessary, and in fact, ( , )B KB& &  itself 

becomes infinite i.e. the latter expression ceases to be 

a well-defined random variable.  

 

Example 1.2  

Let K furthermore be such that M = K 

( 1+K) -1 has Hilbert-Schmidt norm less than one, in 

other words, for  

1 2( , )M t t  = ℵ  1 2(: ( , ) :)( , )B MB t t& & , 

2
2 2

1 2 1 2|| || | ( , ) | 1
1

v
HS

v v

aM M t t dt dt
a

= = <
+∑∫ ∫

    (1.12) 

holds, and consider the Brownian functional  

1
2( ) exp[ ( , )]B B KBϕ = −& & &  .                        (1.13)  

 Then one readily computes  

 (T ϕ) (ξ) = (det (1 + K))-1/2  exp [½ (ξ, K 

(1+K)-1 ξ)]    (1.14) 

and  

0)(12,),(
!2

2/1))1((det)()()(2 =+
−+= ϕξξξξϕ TT nPnM

nn
KCnP  

    (1.15)  

 As a result, the L2 (Rn)ˆ -functions 

corresponding to  ϕ under the isomorphism Σ are 

given by  

 Σ : ϕ ↔ ((2n) !) F2n ,  n = 0, 1, 2,……,  

with  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

−
= ∏

=
+

−
n

v
vnvn

n

nn
ttMK

n
ttF

1

2/1

212
),())1((det

!2
)1(),........,(

     (1.16)  

so that  

n

HSnn
MK

n
nFn 22/1

2
2

2
||||))1((det

)!2(
!)2(||||!)2( −+=

     (1.17)  

which is summable under the stated conditions, so 

that  ϕ  is as a Brownian functional.  

 Similarly, in  Example 1.1, a multiplicative 

renormalization  

 Exp [-½ ( B&, K B&)] → exp [-½ (( B&, K B&) 

– E ( B&, K B&))]     (1.18)  

yields a functional as in (1.13) – (1.17) except for the 

replacement of the Fredholm determinant.  

det (1 + K) = exp [ Tr 1n (1 + K)]   (1.19)  

by the modified one:  Exp [ Tr (1n (1 + K) – K)].  

     (1.20)  

The latter however requires only Hilbert-

Schmidt properties of  K  to be finite, and to make the 

renormalized  ϕ a Brownian functional. Here the 

renormalization is multiplicative and as before the 

unrenormalized functional ceases to be well-defined 

when  K  leaves the trace class.  

 Considering the T  and  ℵ  transforms of the 

quadratic and exponential-of-quadratic functionals 

which one has discussed in the two examples. One 

sees that a further generalization to  K  resp.  M not 

Hilbert-Schmidt would have two features:  

(a) the square integrability of Fn ∈ L2 ( nก )ˆ 

and /or the summability of 
2||}||!{ lFn

n
∈  would be violated;  

(b) on the other hand, many such 

generalizations leave the  T  transforms well 

defined.  

It is on these two observations that one bases 

the discussion of generalized Brownian 

functionals in the following section.  

 

2. GENERALIZED BROWNIAN  

    FUNCTIONALS  

 One can, think of many generalizations of 

the concept of Brownian functionals as developed 
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above, and one shall come to specific examples after 

some words about the general framework for such  

generalizations. For some motivation it may suffice at 

this point to observe that the quadratic functinals 

discussed up to now are not local, i.e. they are not 

additive under arbitrary decompositions of the ‘time’ 

parameter set T. One would like to consider additive  

  
21

φϕϕ += ,       (2.1)  

or multiplicative  

  
21

. φϕϕ =           (2.2)  

local functionals where, for any decomposition of  T,  

 T = T1 ∪ T2,  T1, T2 disjoint Borel subsets of   

T,  

the ϕi can be found in such a way that they are 

functions only of {
.
B (t), t ∈ Ti}, I = 1, 2. Formally, 

expressions such as  ∫ 
.
B  (τ)2 ρ(τ) dτ, resp. their 

exponentials, would have this property, but the 

corresponding operator  K : f → ρf  is of course not of 

Hilbert-Schmidt type. To discuss such (generalized) 

functionals the mappings T  and ℵ are used. As 

mentioned before, Tϕ allows a straightforward 

extension to a wide class of kernels K. Hence one 

proposes to study the kernels as generalized functions, 

i.e. elements of '

n
G   in the space triplet  

Gn  ⊂ L2 (Rn)ˆ  ⊂  '

n
G .       (2.3)  

Correspondingly, by the isomorphism  ℵ, the 

multiple Wiener integral of degree  n is embedded in 

a  triplet.  

 G n  ⊂  H n  ⊂   G *

n
                              (2.4) 

where Brownian functionals  ϕ ∈ S n  play the role of 

‘smooth’ or ‘test’ functionals with the generalized 

functionals in  S *

n
 as their dual. One leaves details to 

separate investigations. Here one only wants to 

emphasize the usefulness of relaxing not only square 

integrability, but also square summability in  n, as 

 suggested by Example 1.2 and others to be discussed 

below. For the present purpose it will be simpler to 

characterize the smoothness and summability 

properties of test functionals indirectly, by 

considering the algebra of functionals generated by 

the  f  with the properties that  

(a) f  is continuous  on  S (Rn),  

(b) f (λξ) for any ξ is entire in λ, with 

(d/dλ)n f (λξ) continuous in ξ. 

Under these conditions the operator Pn of (1.8) 

extends to the functionals f in such a way that  

(Pn f )(ξ)    = in C (ξ) Un (ξ),            (2.5)  

where Un is the restriction of an n-linear continuous 

functional  
n

U~ . By the kernel theorem on a 

generalized function there is an index  m ∈ Nk and a 

continuous function Fk of at most polynomial growth 

in  ∑ i
t 2

1
 such that  

∫=⊗⊗ ,)()()...1(
)1(

1),......1()...1(
~

tndntnm
nt

m
nttnFnnU ξξξξ

 ),,......,(
1 n

mmm =      (2.6) 

and  

 ).()...(~ ξξξ
nn

UU =⊗⊗  

This is a generalization of the representation (1.5). 

Accordingly one shall associate with any such F  a 

generalized functional  ϕ  ∈  S  *  defined on the 

algebra of powers and exponentials of the  

)1(),(
.

RiiB S∈ξξ , and characterized by  

E (ϕ  exp [ i
.
B (ξ)])  = f (ξ).      (2.7) 

(As a matter of notation one extends the concept of 

expectation to include the bilinear forms on  G* × G. 

If ϕ is in H n ⊂ G*, this of course reduces to the usual  

T  transform.)   
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 Let us now illustrate this framework by 

some examples.  

 

Example 2.1 

Let K  be an operator on  L2 (R 1) such that 

(ξ1, Kξ2) is a continuous bilinear form on  S (R1) ×  

S (R1). Then set  

: (
.
B , K

.
B ):  =  T  -1 (-C (ξ) (ξ, Kξ)).        (2.8)  

This gives rise to a kernel function K (t1, t2) ∈ S* 

(R2)ˆ, It includes Example 1.1, if  K (t1, t2)  ∈ L2 (R2)ˆ, 

and is local if  

 )()(),(
12121

tkttttK −= δ  (2.9) 

with  k  integrable and of no more than polynomial 

growth.  

 Note that generalized Brownian functionals 

are defined as linear forms. As with generalized 

functions, there is no obvious way to exponentiate 

them. Hence the next example is of particular interest.  

 

Example 2.2.   

Let K be an operator on L2 (R 1) such that  

M ≡ K (1+K)1 defines a continuous bilinear form on  

 S (R 1) ×  S  (R 1). Then  set  

 N  exp [ - 2
1  (

.
B , K

.
B )] ≡ T -1 (C (ξ) exp 

[ 2
1  (ξ, Mξ)]).         (2.10) 

The kernel functions are computed, as in 

Example 1.2, to be  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛−
= ∏

=
+

n

i
inin

n

nn
ttM

n
ttF

1
212

),(
!2

)1(),....,( ˆ.   

         (2.11)  

If K  is a Hilbert-Schmidt operator, then the 

functional  N  exp [ . ] in (2.10) differs from the 

renormalized one of the formula (1.18) by a finite 

factor, the modified Fredholm determinant. In this 

case as well as in the more general situation 

considered here, the functional  N exp is formally 

related to exp by an (infinite) renormalization, and 

the 

 former is well defined as a (generalized) Brownian 

functional. As a matter of notation the definition of  

N exp is extended to include linear and sure terms in 

the argument as follows: for   

f  ∈  L2 (R 1) and  a  ∈ ฃ ,  set  

N  exp [-½ (
.
B , K

.
B ) + 

.
B  (f ) + a] = exp [

.
B (f) + a] 

N  exp [-½ (
.
B , K

.
B )].    (2.12) 

With a view to applications later on one also 

calculates the following example.  

 

Example 2.3 

We have  

T (N exp [-½ (
.
B , K

.
B )] exp [-½ (

.
B , L

.
B )] (ξ)  

  = exp [-½ Tr ln (1+ L (1+K)-1] exp [-½ (ξ,  

   (1+K+L)-1 ξ)].          (2.13)  

For, e.g. K, L of trace norm smaller than one this is a 

matter of direct calculation, but the right hand side 

extends as an admissible functional as long as the 

trace is finite and (1+K+L)-1 is a continuous bilinear 

form on S (R1) x S (R1).  

 Examples 2.2. and 2.3 provide an illustration 

that Brownian functionals may be generalized ones 

although their symmetric kernel functions are square 

integrable for all  n. If the operators K (1+K)-1  resp. 

(K +L) (1+K+L)-1 are of Hilbert-Schmidt type, then  

 2 ( )
! || || nn L

n F <∞
ก

,        (2.14)  

but if they are large, this sequence of norms will not 

be square summable in  n. A case in point is the 

following.  

 

Example 2.4 

For  t,  ε > 0  and    y ∈ R1, set  
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1/ 2 21( ( ) ) ( ) exp ( ( ) )B t y B t yδ δ π ε
ε

−
∈ ∈

⎡ ⎤= − ≡ − −⎢ ⎥⎣ ⎦
.                              

     (2.15) 

This is a slight generalization of Example 

1.2. The formula (2.15) gives  
1/ 2 2 1

2( ) exp[ / ]exp[ ( , ) ( )],y B K B B fε εδ π ε ε−
∈ = − − +& &

where  

1 2 [0,1] 1 [0,1] 2 [0,1]( , ) (2 / ) ( ) ( ) and (2 / )X X yXK t t t t fε εε ε= =

 The operator Kε is given by (2t/ε)P with P 

projection onto multiples of  1/ 2
[0,1]e t X−≡  and is of 

course in the trace class, its only nonzero eigenvalue  

2t/ε being simple, and the Hilbert-Schmidt norm of  

Mε = Kε (1+Kε) -1 is thus  2t / (2t + ε), i.e. smaller 

than one as long as ε and t are positive. The T  

transform can be given explicitly:   

( )
1/ 2

22

0 0

( ) ( ) ( (2 )) ( )

1 2exp ( ) ( )
2 2 2

t t

t C

iy ys ds s ds
t t t

εδ ξ π ε ξ

ξ ξ
ε ε ε

−= +

⎡ ⎤
× + −⎢ ⎥+ + +⎣ ⎦

∫ ∫

T .  

          (2.16)  

Note that the limit of this expression, as   

∈ → + 0, produces an admissible functional:  

( )2
1 1/ 2

0

1( ( ) ) (2 ) exp ( ) ( )
2

t
B t y t y i s dqs C

t
δ π ξ ξ− −⎧ ⎫⎡ ⎤

− = − −⎨ ⎬⎢ ⎥
⎣ ⎦⎩ ⎭

∫T       

     (2.17)  

is a generalized Brownian functional. Of course, so is  
( )( ) ( ( ( ) exp[ ( )])
( )(0) ( ( ( ) ))

E B t y iB
E B t y

δ ξ δ ξ
δ δ

−
=

−
T
T

  

= ( )2

0 0

1( )exp ( ) ( )
2

t tiyC s s ds
t t

ξ ξ ξ⎡ ⎤
+⎢ ⎥

⎣ ⎦∫ ∫ ,    (2.18)                

Which one recognizes, consistently, as the 

conditional expectation  

 (exp[ ( )]| ( ) )E iB B t yξ =& .   (2.19)  

More generally, again, one may consider a 

combination of the previous types with the previous 

examples as special cases, and given in the following 

example.  

 

 

Example 2.5 

Let L be in the trace class and K be such that  

1 + K  and N = 1 + K + L have a bounded inverse. 

Denote by e the unit vector  1/ 2 2 1
(0, ) ( )rt X L− ∈ ฃ . 

Then one can define  
1 1
2 2exp[ ( , )]exp[ ( , ) ( ) ] ( ( ) )N B KB B LB iB g B t yδ− − + −& & & & &&  

     =  T  -1 ([ 2π t (e , N-1 e) det { 1 + L (1 + 

K) -1}]-1/2  

1 11 1
2 2 1

1exp ( , ( )) ( , )
( , )

yx g N g i g N e
e N e t

ξ ξ ξ− −
−

⎡ ⎛ ⎞− + + − − +⎢ ⎜ ⎟
⎝ ⎠⎣

   1( , ( )y i e N g
t

ξ− ⎤⎛ ⎞× − + ⎥⎜ ⎟
⎝ ⎠⎦

.   

 (2.20) To conclude this section one wishes 

to remark that characteristic functionals C of finite 

measures on a space of generalized functions are 

admissible functionals if C (λξ) is analyticity in λ 

near zero. Continuity of  S is implied by their 

definition [7], and the analyticity requirement 

amounts to the existence of the covariance 

functionals. The corresponding ‘positive’ generalized 

Brownian functionals can thus be viewed as 

generalized Radon-Nikodym derivatives, with respect 

to the white noise measure. This points towards 

possible future applications in quantum field theory 

[13], since the Schwinger functions of Euclidean 

quantum field theory models are indeed generated by 

such characteristic functionals. This point of view is 

emphasized particularly in [5,6]. 

Finally, we want to point out that it would 

be very interesting to relax the ray analyticity 

requirement for the  T   transforms of generalized 

Brownian functionals to include examples where 

some weaker (such as Borel) summability holds with 

a view toward extending the Feynman integral 

(discussed in the next section) to larger classes of 

potentials for which only such weaker summability 

properties hold.   
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3. THE FEYNMAN INTEGRAL 

 As proposed by Feynman [4], quantum 

mechanical transition amplitudes may be thought of 

as a kind of averaging over fluctuating paths, with 

oscillatory weight functions given in terms of the 

classical action 

[ ] ( )( )2

1

, .
t

t
s x d L x xτ τ= ∫ &                               (3.1) \ 

 Typically, the Lagrangian L will be a sum of two 

terms such as e.g. 

( ) ( ) ( ) ( )2
0 1

1,
2

L x x L x L x mx V x= + = −& & &   (3.2)     

for a particle of mass m moving in the force field of a 

potential V. And accordingly  

 [ ] [ ]0 .S x S x Vdτ= − ∫  

In a popular intuitive notation the Feynman path 

integral is then expressed as  

( ) ( ) [ ] ( ) ( )
1 2

exp / ,
t t

I N i S x x dx
τ

φ φ τ
< <

⎡ ⎤= Π⎣ ⎦∫ h
        (3.3) 

/ 2 ,h π=h  h Planck's constant. 

 If in particular φ  is taken to be 1 and if the 

integral is thought of as being over paths with 

( )1 1,x t y= ( )2 2,x t y=  then the above expression 

gives the quantum mechanical propagator. 

 One observes that the Feynman integral can 

be viewed as the expectation of a generalized 

Brownian functional. 

 One introduces trajectories x  consisting of 

a sure path y  plus Brownian fluctuation: 

 ( ) ( ) ( ) ( )1/ 2/ ,x y m Bτ τ τ= + h 0 .tτ≤ ≤  

            (3.4) 

 To describe the propagator ( )1 2, ,G y y t , 

set ( ) 1,0y y=  and claim then that for well-behaved 

potential V one has 

( ) ( ) ( ) ( )( ) ( )( )2 2 2
1 2 20 0 0

1, , exp exp .
2 2

t ti m iG y y t E N x d B d V x d x t yτ τ τ τ τ τ δ⎧ ⎫⎡ ⎤ ⎡ ⎤= + − −⎨ ⎬⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎩ ⎭
∫ ∫ ∫&&

h h

      (3.5) 

 In this expression the sum of the first and the 

third integral is the action [ ],S x  and the Dirac delta 

function serves to pin trajectories to 2y  at time t . 

The necessity of the second integral in the exponent 

can be made plausible by recalling that the white 

noise measure is Gaussian, while the Feynman 

integration should be with respect to a 'flat' measure. 

47 

 One considers trajectories as in (3.4) with 

the strength of fluctuation ( )1/ 2/ mh  replaced by an 

arbitrary α , and find, consistently with the above 

remarks, that the quantum mechanical propagator 

results for .α → ∞  

 

Example 3.1 

 To verify the equation (3.5) for the propagator 

one first consider a 'free particle', i.e. 0.V =  Then 

the evaluation of the right-hand side of (3.5) is an 

application of example (2.5) Note that 
1/ 2

2 2 2

2 0 0 02 2 2
t t t ti m i m m ix d y d i yBd B dτ τ τ τ⎛ ⎞= + +⎜ ⎟

⎝ ⎠∫ ∫ ∫ ∫& && & &
h h h
       (3.6) 

to have the expectation of the so-called Feynman 

functional 

( ) 2 2
20 0

1( exp ( ( ) ))
2 2

t ti mE I E N x d B d x t yτ τ δ⎡ ⎤≡ + −⎢ ⎥⎣ ⎦∫ ∫ &&
h

 

 

 2

0

1exp
2

tiE N B dτ⎛ ⎞+⎡ ⎤= ⎜ ⎟⎢ ⎥⎣ ⎦⎝ ⎠
∫ &
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1/ 2
2

20 0
exp ( ( ) )) exp ,

2
t tm i mi yBd x t y y dτ δ τ

⎡ ⎤⎛ ⎞ ⎡ ⎤× −⎢ ⎥⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦⎢ ⎥⎣ ⎦
∫ ∫&& &

h h
  (3.7) 

 

so that in the notation of example (2.5) one takes 

            2 [0, ]
(1 ) ,

t
K i

χ
= − +      0,L ≡         

1/ 2mg i y⎛ ⎞= ⎜ ⎟
⎝ ⎠

&
h

                 (3.8) 

2( [0, ]tχ  denotes an operator such that 

2

0
[0, ]( , ) ( , ) ( , ) )

t
t u F u du d F u duχ υ υ υ υ=∫∫ ∫  and 

( ( ) )B t yδ −  is replaced by 

1/ 2 1/ 2

2 2( ( ) ) ( ) ( ( )) ,m mx t y B t y y tδ δ
⎛ ⎞⎛ ⎞ ⎛ ⎞− = − −⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠h h

          (3.9) 

that is,  y in (2.20) is replaced by 

 
1/ 2

2( ( )).m y y t⎛ ⎞ −⎜ ⎟
⎝ ⎠h

 

The equation (2.20) therefore gives us for 0ξ =  

1/ 2 1/ 2
2

20

1( ) exp ( ( ))
2 2 2

tm i m mE I y d y y t
i t i t

τ
π

⎡ ⎛⎛ ⎞ ⎛ ⎞= − − −⎢ ⎜⎜ ⎟ ⎜ ⎟⎜⎝ ⎠ ⎝ ⎠⎢ ⎝⎣
∫ &

h h h
                          

1/ 2m
t

⎛ ⎞−⎜ ⎟
⎝ ⎠ ∫h

1/ 2
2

2 1 0 1 2exp ( ) ( , , ),
2 2

m im y y G y y t
i t tπ

⎛ ⎞ ⎡ ⎤= − ≡⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦h h
      

              (3.10) 

which is the propagator for an isolated quantum 

mechanical particle. 

 Note that the result is independent of the 'sure' 

part of the trajectory. One exemplifies this by 

evaluating 

2 2
20 0

1exp ( ( ) ) exp ( ) ( ) ( )
2 2

t timN x d B d x t y i f x dτ τ δ τ τ τ ξ⎛ ⎞⎡ ⎤ ⎡ ⎤+ −⎜ ⎟⎢ ⎥ ⎣ ⎦⎣ ⎦⎝ ⎠
∫ ∫ ∫&&

h
T

1/ 2 1/ 2 1/ 2
2 21exp ( , ) ( , )

2 2 2
m i mF i y i F
t i m m

ξ ξ ξ
π

⎡⎛ ⎞ ⎛ ⎞ ⎛ ⎞= − − − −⎢⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎢⎣

h h&P P P P
h h

  
1/ 2

1 2 1
1( ) ( )
2

miy F t y y
i τ

⎛⎛ ⎞+ − −⎜⎜ ⎟⎜⎝ ⎠⎝ h
 

    )
1/ 2

1/ 2 2

0 0
( ) ( ) ,

t t
t s ds F s ds

m
ξ− ⎛ ⎞ ⎤+ + ⎜ ⎟ ⎦⎝ ⎠∫ ∫

h     

                                     (3.11) 

where 
0

( ) ( ) .
t

F t f dτ τ= ∫  

 Then one sees that the expectation (i.e. (1.11) 

evaluated at 0ξ = ) is independent of ( )y ⋅ . As an 

example one observes a special case where 

( ).v vv
f α δ τ τ= −∑  Denoting the left-hand side 

of (1.11) by ( )exp ( ) ( ) ( ),I i f x dτ τ τ ξ⎡ ⎤
⎣ ⎦∫T the 

expectation in question is given by 

 ( )exp ( )v vE I i xα τ⎡ ⎤⎣ ⎦∑  

2 1
0 1

( )exp ( ) .
2

v
v v v v v

i y yiG iy
m t t

μ
μ μ

τ τ
α α τ τ α τ α

⎡ ⎤−
= − ∧ − + +⎢ ⎥

⎣ ⎦
∑ ∑ ∑h

     (3.12) 

 

 Such a property to be independent of  ( )y ⋅  

is plausible if one realizes that a change of ( )y ⋅  is a 

translation in the sample space and that Feynman 

expectation is constructed so as to resemble a 

translation invariant integral. 

Example 4.2. 

 The formula (3.11) further tells us that one may 

extend  

T ( )( )( ) exp ( )I E I iBξ ξ⎡ ⎤= ⎣ ⎦
&  

( )2
2

0 1 2 0
( , , ) exp ( ) ( )

2 2
ti iG y y t d d

t
ξ τ τ ξ τ τ

∞

−∞

⎡
− +⎢

⎣
∫ ∫

]
1/ 2

2 1
0

( )( )
t y ymi y d

t
ξ τ τ−⎛ ⎞− −⎜ ⎟

⎝ ⎠ ∫ &
h

           (3.13) 

to 2 (Lξ ∈ (R1) In particular one may view 

( exp ( ) )v vv
E I i xα τ⎡ ⎤⎣ ⎦∑  as the action of I on a 

test functional. By the results of Albeverio and H 

∅ egh-Krohn, I further extends to 
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exp ( / ) ( ( ))i V x dτ τ⎡ ⎤−⎣ ⎦∫h  if V is the Fourier 

transform of a bounded measure: 

[ ]( ) exp ( ).V x i x dmα α= ∫  

From (3.11) and the expansion 

0

( 1)exp ( ( )) exp ( ) ( )
!

n
n

v v v
n v

i V x d d i x dm
n

τ τ τ α τ α
∞

=

− ⎡ ⎤⎡ ⎤− = ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦
∑ ∑∫ ∫ ∫h

one is given the Dyson series for the propagator G of 

a particle in the field of the potential V: 

1 2exp ( , , )iE I Vd G y y tτ
⎛ ⎞⎡ ⎤⎛ ⎞− ≡⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦⎝ ⎠

∫h
 

 
0 1 2 0

0 0

( / )( , , ) ( )
!

n n t

v v
n v

iG y y t d dm
n

τ α
∞

= =

−
= ∑ ∏∫ ∫

h  

2 1
1

( )exp .
2

v
t v v v v

y yi i iy
m t t

μ
μ μ

τ μ
α α τ τ α τ α

⎡ ⎤⎛ ⎞ −
× − ∧ − + +⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦
∑ ∑ ∑h

              (3.14) 

  
5. THE RELATION BETWEEN BROWNIAN  

    BRIDGE AND THE FORMULA (3.4) PLUS   

    DELTA FUNCTION     

Concerning the  expression of the quantum 

mechanical paths, we proposed the sum of the 

classical paths and Brownian bridge.   But actual 

computation uses the sum of classical  paths and an 

ordinary Brownian motion, and in addition a delta 

function.This trick is quite reasonable. However, for 

actual computation we use the expression of quantum 

mechanical trajectories by the formula (3.4). And use 

the delta function of the form  ))(( 2ytx −δ  

 Hence the problem is that"What is the relation 

between brownian bridge and the formula (3.4) + 

delta function. 

Let B(t) be a Brownioan motion. A 

brownian bridge) )(τtB , t<< τ0 , is expressed 

in the form 

            )()()( tB
t

BBt
τττ −=  ,   (I) 

On the other hand, )(τtB  has the canonical  

representation of the form 

    )(τtB   = (t- τ) )(1
1

0

τ
τ

dB
t

t

∫ −
 ,  (II)  

 where 1B  is a Brownian motion which gives the 

canonical representation of  )(τtB . One may ask 

what is the difference between  

)()( ττ tBandB . 

Before we state the answer, we say the following 

i)    Our proposal of using the brownina bridge has 

been motivated  motivated by Dirac's idea 

section 32 in the 14(in the book P.A.M. Dirac, 

Principles of quantum mechanics. 1930 

Oxford, Section 32. Action principle). We 

wish to use a Brownian bridge.  

ii)  For computation , we have used free Brownian 

motion and the delta function 

))(( 2ytx −δ in order to get pinning effect 

at time  t. 

Now we can say 

Theorem.  

Using free Brownian motion and the delta 

function ))(( 2ytx −δ in order to get pinning 

effect at time t. is reasonable and is in agreement of 

the idea of using Brownian bridge. 

Proof.   

 A Brownian bridge )(τtB , t<< τ0 , 

has the canonical representation of the form (II). 

Namely  )(τtB  has less information than the  

original )(τB . In fact, let Y be a function of B(u) 

expressed in the form 

          ∫=
t

udBufY
0

)()(  
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Y express the amount of the information less than the 

free Brownina motion. Y is independent of { B(u), 

tu <<0   if and only if   ))(( τtBYE  

= 0, for every τ 

That i    

0)]()([)()((
0

.
=−∫ tB

t
BcudBufE

t ττ  

for every u < t. Since )(1)(
0

udBB ∫=
τ

τ  ,  the 

above equation becomes  

the equation     ,0)1()(
0

],0[ =−∫ du
t

Iuf
t τ

τ  

where AI is the indicator function of the set A.  

Hence     

     ∫∫ =
t

duuf
t

duuf
00

)()(
τ τ

 . 

Namely, applying 
τd

d
 , we have 

          f(\tau) = \frac{1}{t} \int_0^t  f(u)du. 

              ∫=
t

duuf
t

f
0

)(1)(τ . 

 Thus we conclude that f is a constant 

(depending only on t). This result concludes that  tB  

has less information as much as Y has. And we know 

Y = const B(t). In other word, the less amount of  

information can be  realized  by letting B(t) be 

constant, that is  the pinning effect by  

))(( 2ytB −δ . 
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Groundwater Contaminant Problem using an Operator Splitting Scheme 
 

Kyawt Kyawt Khine 
Department  of  Engineering Mathematics, Yangon Technological University, 

Yangon, Myanmar. 
 

Abstract:  For solving two-dimensional convection-dispersion-adsorption problems, one efficient 

numerical method is needed. In this paper, an efficient method for solving Groundwater 

contamination which is one of the most typical hydrogeological problems, namely Groundwater 

contamination is presented with corresponding Operator Splitting Scheme. A general mathematical 

model which includes contaminant transport, mechanical dispersion, molecular diffusion and 

adsorption in both equilibrium and non-equilibrium modes is presented. First, the original half-plane 

domain is transformed to a rectangle using a bipolar orthogonal transformation. Then in each time 

step we solve separately the transport, dispersion and adsorption parts.  

Key words:  Convection-diffusion  problem;  Contaminant transport;  Operator  splitting. 
 

 
1.  Introduction 
 
 One  of  the most typical  hydrogeological  
problems is Groundwater  contamination  in  this  paper 
how to construct  a  mathematical  model  for  
Groundwater contamination is  discussed. Also  a 
numerical  method , namely  Operator  Splitting  
Scheme  to  solve  the problem is  presented. 
 
2.  Mathematical  model 
 
 In  figure  (2.1)  two  monitor wells  are  
situated  at points  (-d , 0) and (d, 0) with  given  radii  
r1, r2 respective ly.Let us  assume  that  for the  pumping  
rate Q1 of  the  injection  well  and the  discharge  Q2  in 
the  extraction well,  Q2 = -Q =  Q. Then  the flow  
potential  for  the  steady-state  flow  in the  outer  
domain can be  obtained  by  superposition of flow  
potentials  of  both  wells 

0Φ+2
+

2
−

2
+

2
+

4
=Φ

ydx

ydxQ
yx

)(

)(
ln),(

π
 ,               (2.1) 

     Where 0Φ  is determined  from  the  boundary  
conditions.  
  
The relation between  flow  potential  and  piezometric 
head  h (x,y) is  given   
        Φ (x , y) = khH  - ½ kH2            (2.2) 
 
 
 

 
for  the  saturated  region,  where  H  is  the height  of  
the  acquifer  and  k  is  the  hydraulic  conductivity. For 
the  unsaturated  region,  
 Φ (x , y) =   ½kh2  is   obtained.  

 
Then  the velocity  field for the  flow. 

 V =   Φ∇

0

1
−

θeffh
,                 (2.3) 

 
can be  determined  where  heff =  H  for saturated  
region  and  heff  = h (x,y) for  unsaturated  region.  θ0is 
the porosity. 
 The  contaminant  transport  problem  with  
dispersion  and  adsorption  (reaction) in  a  
homogeneous  porous  media  is  represented  by the  
following  system  of differential  equations:  
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heff  ∂ t (C + ψe (c)) - div (Dheff ∇ C)- div (heffvc) + heff ∂ t 
S  = 0                                                 (2.4) 
∂ t S  =  k ( ψn(c) - S) ,               (2.5)                   
where C(x,y,t) represents the contaminant concentration 
and S(x,y,t) is the concentration of adsorbed pollution. 
The adsorption in both equilibrium mode represented 
by sorption isotherm  ψe (C) and non-equilibrium mode 
represented by ψn(C) are considered. In this case both 
isotherms are of Freundlich type, 
 ψ(C) = ACp,    A  > 0, 0 < p < 1. 
Here D is the dispersivity tensor 

Dij  =  {(D0 + αT |v|  ) δij + 
||v

vv ji
(αL - αT )} , 

 
where D0 is the molecular diffusion coefficient and δij 
the Kronecker symbol.  αLand αT are longitudinal and 
transversal dispersivities. 
  

As the original two-dimensional domain Ω is 
symmetric along x-axis, it can be restricted only to one 
of its half-planes. Using a bipolar transformation, this 
domain can be transformed to a rectangle    ΩR =(0,π) x 
(v(1), v(2)) (sides v = v(1), v = v(2) corresponding to well 
borders). where the equipotential curves and  
streamlines of  the  flow  are parallel to coordinate axes 
and orthogonal to each other (see Fig. 2.2). In this new 
domain, the groundwater flow is parallel to the v-axis 
and the contaminant is transported only in this 
direction. The bipolar coordinates (u,v) are defined by 

x = 
2

δ

u cos -cosh v

sinhv ,  y=
2

δ

u cos -cosh v

sinu                                  

, 
 

 241+2
2

+
2

41+
2

1 δδ // rr  = 2d.     (2.6) 

where 

d =  2

4
+

22
22−

4
2+

2
2

2
12−

4
1+

22
12

2

1

D

DDrrrrrDr
 

 2
1−

2
2= rdδ  

 c = D - 2d 

 

 
The values ν(1), ν(2) are obtained from 

sinhν(1)     =  -  
1

2
δ
r  ,  sinhν(2)   =   

2
2
δ
r   .     (2.7) 

As for the flow potential, it depends now only on the 
variable υ and can be expressed as 

       Φ(ν) = Aν + B    ,                                  (2.8) 
The coefficients A, B can be determined from the 
boundary conditions 
Aν(1)+ B  = Φ1   ,  Aν(2)+ B  = Φ2   , 
where  Φ1 ,Φ2 are given values (potentials at the well 
borders). 
Then the pressure -head with the water level can be 

identified. In the injection well the water level h2 > H. 

Other possibilities, e.g. H < h1 <h2 ; h1 < h2 < H , can 

also be included. 

(i) for h > H 

∂tC=
H0

3

2
4

θδ
λ { ])))(~([( CuvvTHDu ∂∂2+00∂ φλαδθ    

 +
]}))(~()))(~([( CvvCvvvLHDv φδφλαδθ ∂−∂∂2+00∂ , 

(ii) for h < H, 

 ∂tC=
)(vh0

3

2
4

θδ
λ  

{ ])))(~()([( CuvvTvhDu ∂∂2+00∂ φλαδθ  
      + 

]}))(~()))(~()([( CvvCvvvLvhDv φδφλαδθ ∂−∂∂2+00∂ , 

where uv coscosh −=λ  and  )(~ vvφ∂  = Α. 
 Applying the transformation described above 
to the equations in (x,y) coordinates, we obtain the 
following convection-diffusion-adsorption problem in 
(u,υ) coordinates: 
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∂t (C + ψe (c)) - F∂ν C - g(∂u (a∂ uC) +  ∂ν (b∂ν C) + 
+ ∂ t S  = 0                                                   (2.9) 
∂ t S  =  K (ψn (C) - S)             (2.10) 
for  (u, ν) ∈ ΩR,  t ∈ (0 ,T). Here 
a(u,ν)=(D0θ0heffδ +2αT(coshν -cos u) (∂νΦ(ν)) 
b(u,ν)=(D0θ0heffδ +2αT(coshν-cos u) (∂νΦ(ν)) 

g(u,ν ) =   
effh

)cos(cosh

0θ
3

δ

2
−4 uv

 

F (u, ν) =  g (u, ν) (δ ∂νΦ(ν)), 
and  Φ(ν) is obtained  from (2.8). 
We consider the boundary  conditions 
C = C0(t)  on  Γ 1,  ∂uC = 0  on  Γ  2 U Γ4,  ∂νC = 0 on Γ  

3,           (2.11) 
where Γ 1  =  (0 , π) x {ν  = ν(2)}, Γ 2  =  (0 ) x {ν (1) = 
ν(2)}, 
Γ 3  =  (0 , π) x {ν  = ν(1)},  Γ 4 =  (π) x {ν (1)  = ν(2)}. 
The  initial conditions are  
 C ((u, ν), 0)  =  0,         (2.12) 
 S ((u, ν), 0)  =  0,         (2.13) 
 
3. Operator splitting scheme 
 
 The method of solution of (2.9)-(2.13) is based 
on time stepping and operator splitting approach. First 
we discretized the time interval [0,T], 0 = t0, t1,....,tn-1,tn 

= T. Then in each time step we separately solve three 
parts of the problem-transport, dispersion and non-
equilibrium adsorption problem. 
 The basic principle of the operator splitting 
method is as follows. First step is to solve the transport 
part that presents a hyperbolic problem of the form 
∂t(φ + ψe (φ)) -F∂ν φ=0, t∈(tk-1, tk), k=1 ....n       (3.1) 
with boundary conditions of the form(2.11) and initial   
condition   
φ (u, ν , tk-1) = Ck-1 = C(u,ν, tk-1).   

 By 31/
kC    we denote the obtained solution, i.e.  

 31/
kC     : = φ (u, ν , tk). 

 The second step is to solve the problem (the 
diffusion part) 
∂t(φ + ψe (φ))-g(∂u(a∂uφ)+ ∂ν(b∂νφ)) = 0,t∈(tk-1, tk)  
                                                                         (3.2) 
with the same boundary conditions and initial condition  
φ(u,ν, tk-1) = 31/

kC . The obtained solution will be 

denoted 32 /
kC  . 

And the last part of the procedure is solving the reaction 
part represented by the system 
 ∂t (φ + ψe (φ)) + ∂t s  =  0,                (3.3) 
 ∂t s  =  K(ψn (φ) - S)                (3.4) 
 

with the initial conditions  φ(u,ν, tk-1) = 32 /
kC   , 

   S(u,ν, tk-1)  =  Sk -1. 
Finally, we put 
Ck: =   φ(u,ν, tk),  Sk: =  S(u,ν, tk), 
where   φ(u,ν, tk), S(u,ν, tk)  represent the solution of 
(3.3) (3.4). 
 
4 .  The Transport  Part  of  the Problem  
 

Due to the t ransformation descr ibed 
in chapter  3 ,  the contaminant  t ranspor t  in 
domain RΩ  is realized only in v-direction. Therefore 
by using space discretization in u-direction, u-1/2 = 0, 
u1/2 , . . . ,um-1/2 , um+1/2 = π , the original two-
dimensional transport problem is reduced to a set of one 
dimensional problems solved in each strip ∏ i  = (ui-1/2 

,ui+1/2) x (v(1), v(2)), i = 0 . . . m. 
 One of these strips with discretization in v-
direction, 0v  = v(2), 23/v , 25/v , . . . , 21− /lv , lv  = v(1) is 

consider and assume that the solution 1−kC  already exist 
and moreover let this solution have a piecewise 
constant profile on ∏ i , with shocks in 21+ /jv , j = 1 . . . 

l -1. Under these conditions, it is possible to find the 
solution of transport problem in analytical form. 
 In general, F in equation (2.14) is not a 
constant but depends on v. Therefore by using the 
transformation 

z = G(v) = 0z  - ∫ 1
v
v sF

ds
)(

)(
                             (4.1) 

where 0z  =  ∫
2
1

)(
)(

)(

v
v sF

ds
 and  the transport problem in 

new coordinates is obtained as follows: 
∂ t  (φ + ψe (φ) )+ ∂ z φ  =  0,  φ(z,0)  = φ0  (z)  =Ck -

1  (G- 1(z)) .                                 (4.2) 
Consider ing the sa tura ted region,  i t  i s  
poss ible  to  express  G(v)  in  analyt ica l  form.  
Namely,   
G(v)  = H )/()

)(
()(( AvGvG 4

1
−0

2
θδ   

where 

G(v)=
))(( 1+2−

22
−1

2−2

pssp

ps
+ 232

−1

2
/

)( p

p

2
−1

−1−

p

ps
tan   

and s  = ve , p = cos ui  in strip ∏ i  . Constant A 

comes from the boundary conditions for potential Φ 
(v). In the unsaturated region, G(v) must be computed 
numerically. 
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4.1 Transport Problems 
 
4.1.1 Linear transport problem 
 Firstly, the simple case when ψe (φ) ≡ 0 is 
considered. For example, no equilibrium adsorption is 
present. Then the problem is reduced to linear transport 
problem 

∂ t φ  + ∂z φ  =0 
that can be solved easily by shifting the initial profile, 
i.e. 

φ  (z,t) = φ  (z-t,0) =  0φ  (z-t). 
 
4.1.2 Non-linear transport problem 
 In this section principle of solving non-linear 
transport problems will be roughly presented. The 
detailed description of the method can be found in . 
Theoretical results that guarantee existence and 
uniqueness of the solution can be found in. 
        Firstly, by taking φξ =  + ψe ( φ ) =: ϕ  ( φ ) 

(which implies  φ  = f(ξ ), f is  the inverse function of  
ϕ ) and transforming equation (2.14)  into the form  

∂tξ  +  ∂z f(ξ ) = 0 ,  0ξ (z) = ϕ ( 0φ (z)).    (4.3) 
Now a hyperbolic equation is obtained. If the 

piecewise constant initial profile is considered, as a 
multiple Riemann problem. The way of obtaining the 
analytical solution will be briefly described as follows. 
 A piecewise constant profile consists of shocks 
that can be acceptable or not acceptable. The shock for 
a concave function ϕ  in 0ξ (z) at z = z* is called 
acceptable if  

)(
*

lim)
*

()(lim
*

)
*

( z
zz

zz

zz

z
0

+→
=+

0
>

0

−→

=−
0

ξξξξ .  

This shock will move in z-direction with Rankine-
Hugoniot speed 

v =  
)

*
()

*
(

))
*

(())((

+
0

−−
0

+
0

−
∗
−

0

zz

zfzf

ξξ

ξξ
. 

If )
*

( −
0

zξ  < )
*

( +
0

zξ  then the shock is not acceptable. 
Such a shock is replaced in time by a rarefaction wave 
which is a smooth function of the 

form [ ] ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛ −1−

=
−

≡−
t

zz
f

t

zz
zz

*
'*

**)(* ξξ  for 0 

< t < *
1t  , 

z* + f '( )( *
−

0 zξ )t <z < z* + f ' ( )( *
+

0 zξ )t . 

The time *
1t  is the time of collision of the rarefaction 

wave and an acceptable shock in front. For a convex 
function ϕ , the roles of acceptable and not acceptable 
shocks would be exchanged. 

 The result of this is that solution of a multiple 
Riemann problem consists of constants  and  rarefaction  
waves. Both  shocks and  rarefactions  are  moving   
ahead   in  
z-direction, each one at its own velocity, and collisions 
between them may occur as well. The complete process 
of constructing the solution consists of tracing the 
moving shocks and waves and treating their collisions. 
Essentially, in case only convex or concave function ϕ  
is considered and it can be  summarized it like this. 

• Two neighboring rarefaction waves never 
meet. 

•  If two neighboring acceptable shocks collide 
(the faster one meets the slower one), the 
slower shock disappears and the shock that 
remains will now move with a new velocity. 

•  When a rarefaction wave meets the shock in 
front, its propagation is from this moment  
governed by a first order ordinary differential 
equation that depends on the type of isotherm. 

  In most cases this ordinary differential 
equation has to be solved numerically. 
The last step of the solution will be a again projection 
to the original grid. A new piecewise is obtain constant 
profile is obtained that can be used as the initial 
condition for the next (dispersion) part of the operator 
splitting procedure. 

 
4.2 Solution of dispersion problem 
 
 In this section how to solve the dispersion 
problem of the form 

∂ t ϕ (φ) − )()(( φφ vbvuaug ∂∂+∂∂ ) =0,t∈(tk-1,tk) (4.4)                

with boundary conditions of the form (2.11) and initial 
condition φ (u, v, tk-1) = 31 /

kC   is considered as follows. 
  A standard finite volume method can 
be used for this purpose.In this purpose Vij stand for the 
volume  
(uk-1/2, ui+1/2) x (vj-1/2. vk+1/2)for i=0 . . . m,v=1 . . . λ ,  
Vi0 = (ui-1/2, ui+1/2) x (v0,v3/2).  By integrating (4.4) over 
Δ t = ( ktkt ,1− ) and ijV  and assuming that values 

( )jviuij ,φφ =  and ( )jviugijg ,=  are dominant over 

ijV  , 

∫ΔtijV ∂tϕ ( ijφ )dt= ∫Δ ∫t ijvijg (∂u( a (u,v)∂uφ)  +  ∂v
( b ( u , v )∂vφ))  du dv dt.                            (4.5) 
is obtained. 
For convenience, the following notations are used:        

1−=1+=1−=1+= ij
S

ij
N

ji
W

ji
E

φφφφφφφφ ,,,   
and  
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21−=21+=21−=21+= /,/,/,/ ija
S

aija
N

ajia
W

ajia
E

a   

and analogously for  S
b

N
b

E
b

W
b ,,,  .  

Further Δ u = 
,,//,// iuiuujvjvviuiu −1+=+Δ21+−21−=Δ21−−21+

1−−=−Δ iuiuu  and similar for +Δv  , −Δv  . 

Approximate the derivatives ∂u φ  on edges{ 21+ /iu } x 

( 21+21− // , jj vv ) , { } x ( 21+21− // , jj vv ) by ( E
φ -

ijφ )/ +Δu  respectively. 

( −ijφ
W

φ )/ −Δu  and similar for ∂v φ  on edges 

{ 21+ /jv } x ( 21+21− /,/ juju ) , 

{ 21− /jv } x ( 21+21− // , jj uu ) . 

 Finally by taking  ∂ t ( )t
k
ijijij Δ

1−
−≈ /)))(()( φϕφϕφϕ , 

the following numerical scheme is obtained; 

ijg

ijV ||

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

−Δ

Δ
+

+Δ

Δ
+

−Δ

Δ
+

+Δ

Δ
+

v

uS
b

v

uN
b

u

vW
a

u

vE
aij )(φϕ ijtφΔ  

 =  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

−Δ

Δ
+

+Δ

Δ
+

−Δ

Δ
+

+Δ

Δ
Δ

S

v

uS
b

N

v

uN
b

W

u

vW
a

E

u

vE
at φφφφ  

+ )(
|| 1−k

ij
ijg

ijV
φϕ .                                                (4.6) 

According to the boundary conditions,  put W
a  = 0 for 

points { jvu ,0 }, aE = 0 for {um,vj},  j=1. . . λ . 

Similarly S
b  = 0 for points { li vu , }, i = 0 . . . m 

Equation (4.6) represents a non-linear algebraic system 
that can be solved using standard Newton-Kantorovich 
method. The linear system that arises in each Newton 
iteration is  tridiagonal if 0=00= DT ,α  , otherwise it 
has not more than five non-zero elements in each row. 
 
4.3 Non-equilibrium adsorption problem 
 
 The non-equilibrium adsorption problem is 
problem is represented by the following ODE system; 
 ∂ t )(φϕ  + ∂ t  S  = 0 ,             (4 .7)  

St∂ = K ( )(φψ n - S )               ( 4.8 ) 
with initial conditions 

φ  (u, v, tk-1) = 0φ  (u,v) = 32 /
kC       ( 4.9 ) 

  S (u, v, tk-1) = S0 (u, v) = Sk-1          ( 4.10 ) 
for t∈  (tk-1, tk) . 
Firstly a shift tk-1 →  0 is made, and so the time interval 
becomes (0,tk - tk-1). It can be expressed  S(t) for which 
(4.8) can be solve in S as follows: 

S(t) = S0 e-Kt + K ∫
0

−−t
dzzn

ztK
e ))((

)(
φψ  .      ( 4.11 ) 

Now integrating (4.7) in t,  
ctSt =+ )())((φϕ  

is obtained and using the initial conditions (4.9) and 
(4.10), c becomes as c = 0+0 S)(φϕ  which implies 

0+0=+ StSt )()())(( φϕφϕ  .               ( 4.12 ) 
Finally, putting (4.11) into  (4.12)  an integral equation 
of the form 

∫
0

0+0=
−−

+
−

0+
t

Sdzzn
ztK

eK
Kt

eSt )())((
)(

))(( φϕφψφϕ  

( 4.13 )  is obtained.              
Next, the procedure is continued as follows. 

First marking equidistantly discretize the time interval 
(tk-1, tk), s+1 time levels tk-1 = kss ttttt =1−10 ,,..,.,  

will be obtained , where ττ ,it i =  is the time step.  
 

And then for any i = 0. . . s 

 Ii : = ∫
0

∑
1=

∫

1−

−−
=

−−it i

j

jt

jt
dzzn

zitK
edzzn

zitK
e ))((

)(
))((

)(
φψφψ

                                               ( 4.14) 
Next the following approximations are considered as: 
φ (t) jφ≈  ,  ( )jnj φψψ =   ),( jtjtt 1−∈∀ , 

4.15) (

)()()(

τ
ψ

τ
ψψψ

τ
ψψ

1−−

+
1−−

−11−=1−−
1−−

+1−≈

jtt
j

jtt
jjj

jtt
jtn

 Using linear approximation (4.15) , approximation of Ii 
may be expressed as  

iI
i

j j
ij

dz
i

j j
jtz

j
jtzz

i
tK

e
jt

jti
I

:

)(

=∑
0=

=

∑
1=

1−−
+

1−
1−−

−1
−−

∫
1−

≈ ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

ψ
α

ψ
τ

ψ
τ

As for the coefficients ijα  ,  

)(
)( Kt

e
K

e
jtitK

e
K

ij
−

++2−
−−

2
1

=
τ

τ
α for j=1,...,i-1, 

⎟
⎠
⎞

⎜
⎝
⎛ 1

+
1

−−
1

= −
0

ττ
τ

α KtK
i e

KK
e

K
i

,  , 

⎟
⎠
⎞

⎜
⎝
⎛ −1

+
1

−
1

=
τ

τ
τ

α
K

e
KKK

ii,  . 

Now, for ji ,1+α  it holds 

1−0=∀
−

=
−

++2−
−1+−

2
1

=1+ ijij
K

e
K

e
K

e
jtitK

e
K

ji .,..,.)(
)(

, α
τττ

τ
α  
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which can be used for deriving the following recursion 
formula: 

i
Kt

e
Kt

e
Kt

e
K

i

j jij
K

e

iii
i

j jji
i

j jjiI

ψ
τ

ψα
τ

ψαψαψα

)(

,

−
++2−

−
2
1

+∑
1=

0=

−
=

1+∑
1−

0=
+1+=∑

0= 1+=1

   

= i
Kt

e
K

iI
K

e ψ
τ

τ 2
1−

−
2
1

+
∗−

)(   (4.16)  

for i =1... n-1,while 02

1−
−

+
−

−=
∗
1 ψ

τ

ττ
τ

K

K
e

K
eK

I
)(

 . 

Now a numerical scheme for solving (4.13) can be 
introduced. First, using the transformation  

)(φψζ n=  , and (4.14) can be rewritten into the form 

∫0
−−

−

−
0−0+0==

1−

t dzz
ztK

eK

Kt
eSSfn

)(
)(

)()(:))((

ζ

φϕζζψϕ
 , 

and using the time discretization 

iKIiKt
eSSif −

−
0−0+0= )(φϕ  for i = 0, 1, . . . ,s 

respectively. 

1+1+1+−
∗

1+−1+−
0−0+0≈1+

−1+−
0−0+0=1+

iiiKiIKiKt
eSSiKI

iKt
eSSif

ζαφϕ

φϕ

,)(

)(
 

using now jζ  instead of jψ  in terms Ii+1 , 
∗

1+iI  .  
This represents the following implicit scheme 

for finding 1+iζ  , with m being the iterative index: 

(4.17)        , . . . 0,1,  m
)(

.

)(
)(

=1++1+

−
∗

1+−1+−
0−0+0=

1+
1+

m
iioiK

iIKiKt
eSS

m
if

ζα

φϕ
   

ii ζζ =
0
1+
)(  . The value )( 1+

1+
m

iζ  is needed, in each step of 
the implicit process a non linear equation of the form 

)(
)

)(
(

1+
1+=

1+
1+

m
if

m
if ζ   must be solved. 

For this purpose the standard Newton method can be 

used. To evaluate the term 
∗

1+iI  recursion formula is 
used(4.20), by substituting jψ  with jζ  
 . 
4. Conclusion 
 
 This paper described how to construct a 
mathematical model for Groundwater contaminantion 
and the Operator-splitting Scheme. Using these our 
research will be continued for solving environmental 
problems in delta area in our country.  
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Abstract: In this paper we study stability of leapfrog method for solving the generalized  Fisher-

Kolmogorov-Petrovskii-Piskunov (FKPP)  equation numerically. The method is obtained by 

considering the Method of Lines (MOL) approach and using three time-levels. We investigate the 

stability of Richardson method and modify it to get the leapfrog method. Some examples are 

presented to support our study. 
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1. Introduction 

 

We consider the generalized Fisher- 

Kolmogorov-Petrovskii-Piskunov (FKPP) equation 

2

2
0

( , ) ( , )
t t sU D Ux t e x s

t x
τ

τ

−
−∂ ∂

=
∂ ∂∫  ds + 

                  ( ( , ))f U x t ,   ( , )x a b∈ , 0t > ,(1.1) 

where 0D ≥  and 0τ >  are known constants and  f  is 

a given function. 

 We let the initial condition be       

( ,0) ( )oU x U x= ,   ( , )x a b∈ ,                    (1.2)                                                                                                   

and the boundary conditions 

( , ) ( )aU a t U t= , ( , ) ( )bU b t U t= , 0t > . (1.3)                                                                          

When the relaxation parameter τ  tends to zero, the 

FKPP equation becomes the Fisher equation 
2

2( , ) ( , ) ( ( , ))U Ux t D x t f U x t
t x

∂ ∂
= +

∂ ∂
.   (1.4)                                                                          

The existence and the properties of solutions of (1.1) 

for ( , ) (0,1)a b =  with 

 

 

( ) (1 )f U UU U= −%  , constant  0U >% , and a 

Heaviside initial condition, are studied in [ 5 ]. In 

 [ 2 ], the authors discuss the qualitative properties of 

numerical solutions of the same problem. Some 

numerical schemes obtained by the method of lines 

approach are investigated in [ 3 ]. The stability and 

convergence properties  of time discretization  of  a 

general  form of  this  type  with   ( )f f t=   are 

examined in [ 9 ]. In [ 1 ], the authors consider the 

equation (1.1) with 
2

2( ( , )) ( , ), 0Uf U x t x t
x

α α∂
= ≥

∂
, which is also 

known as the Jeffrey’s equation, and homogenerous 

Dirichlet boundary conditions. 

In this paper we will consider the stability of leap- 

frog method that approximate (1.1). The integral term is 

approximated by simple rectangular rule. 

Methods using trapezoidal rule and quadrature rule can 

also be possible.   
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2. Discretization of the Problem 

 

We consider the problem (1.1)-(1.3) in 

( , ) (0, )a b T×  , and the space grid   

{ jx |  ,jx a jh= +  0,1,2,...,j J= }with 

b ah
J
−

= . Let us also consider the time grid  

{ nt |  , 0,1, 2,..., }nt nk n N= = with
Tk
N

=  . 

We will denote approximation of ( , )U x t  by ( , )u x t , 

and write ( , ) ( )j jU x t U t= , ( , ) ( )j ju x t u t=  , 

( , ) n
j n jU x t U=  and ( , ) n

j n ju x t u=  . 

We discretize the partial derivatives with respect to x as  

( )2 1 12

1( ) ( ) 2 ( ) ( )j j j jD u t u t u t u t
h − += − + , 

( )2 1 12

1 2n n n n
j j j jD u u u u

h − += − + , 

2 12

1( ) [ ( ) { ( ) ( )}j j j jD u t u t u t k u t k
h

∗
−= − − + +                       

                  + 1( )]ju t+ , 

( ){ }1 1
2 1 12

1n n n n n
j j j j jD u u u u u

h
∗ − +

− += − + + , 

and, with respect to t, as 

( )11t n n n
j j jD u u u

k
+

+ = − , 

( )11t n n n
j j jD u u u

k
−

− = − , 

( )1 1
0

1
2

t n n n
j j jD u u u

k
+ −= − , 

 respectively. 
The initial condition is discretized as  

0 ( ,0) ( )o
j j jU U x U x= = , 0,1,2,...,j J= , 

 and the boundary conditions as 

0 ( , ) ( )n
n a nU U a t U t= =  and 

( , ) ( )n
J n b nU U b t U t= = , 1, 2,3,...,n N= . 

 We will approximate 
2

2 ( , )j
U x t
x

∂
∂

 by 2 ( )jD u t  and 

2

2 ( , )j n
U x t
x

∂
∂

 by 2
n
jD u . 

For the approximate solution, the initial and boundary 

conditions will be taken as 0 ( )o
j ju U x= , 

0,1,2,...,j J= , 

0 ( )n
a nu U t=   and  ( )n

J b nu U t= , 1, 2,3,...,n N= .  

 

3. Method of Lines 

 

 At first we consider the method of lines 

(MOL) approach to obtain a semi-discrete numerical 

approximation ( )ju t  to the solution  

U ( , )x t  of   (1.1) - (1.3). At  jx x= , (1.1) becomes 

ordinary differential equation  

2

2
0

( , ) ( , )
t t s

j j
dU D Ux t e x s ds
dt x

τ

τ

−
− ∂

= +
∂∫  

                    ( )( , )jf U x t .                     (3.1)           

We discretize 
2

2 ( , )j
U x s
x

∂
∂

in (3.1) by 2 ( )jD u s to get 

the system of ordinary differential equations 

( )jdu t
dt

= 2
0

( )
t t s

j
D e D u sτ

τ

−
−

∫  ds + ( )( )jf u t ,  

              1, 2,3,..., 1j J= − .                  (3.2)  

We will use rectangular rule to compute the  integral 

numerically. When 1nt t += , we can  

approximate the right hand side of (3.2) in the 

following ways:                                                                             
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( i )Explicit scheme 

 

     
1

( )

n

j

t t

du t
dt

+=

 
1

2
0

n mt tn
m
j

m

D k e D uτ

τ

+ −
−

=

= +∑                         

                           ( )n
jf u .                       (3.3) 

 
( ii )Implicit scheme 
 

       
1

( )

n

j

t t

du t
dt

+=

 =
1 1

1
2

0

n mt tn
m
j

m

D k e D uτ

τ

+ +−
− +

=

+∑  

                              1( )n
jf u + .                 (3.4)  

 
( iii)Implicit -Explicit scheme 

 

          
1

( )

n

j

t t

du t
dt

+=

  =
1 1

1
2

0

n mt tn
m
j

m

D k e D uτ

τ

+ +−
− +

=

+∑                     

                             ( )n
jf u .                     (3.5) 

We can apply trapezoidal rule to get more accurate 

numerical solution. From (3.3) or (3.4) or (3.5), we will 

have fully discrete approximation. 

For the first time step, we need to use backward finite 

difference and so we approximate 

1

( )j

t t

du t
dt

=

    by    1t
jD u− . 

 
4. Unstable Richardson Method 

 

 In Richardson approximation, time-derivatives 

1

( )
n

j
t t

du t
dt +=  are approximated by  

 

0
t n

jD u  for 1n ≥ . Thus we have the followings: 

 

 ( i ) Explicit scheme 

 

For 0n = , 

1 01 0 0 0 0
1 1

2

2t t
j j j j ju u u u uD ke
k h

τ

τ

−
− − +− − +

= +  

                0( )jf u  

12
1 0 0 0 0

1 12 ( 2 )
t

j j j j j
D ku u e u u u

h
τ

τ
−

− += + − + +   

         k  0( )jf u ,   1, 2,..., 1j J= − .       (4.1) 

For 1n ≥ , 
1 1

2

n n
j ju u

k

+ −−
         

=
1

1 1
2

0

2n m m m mt tn
j j j

m

u u uD k e
h

τ

τ

+ −
− − +

=

− +
+∑ ( )n

jf u  

1n
ju + = 1n

ju − + 

        ( )
12

1 12
0

2 2
n mt tn

m m m
j j j

m

D k e e u u u
h

τ τ

τ

+−

− +
=

− +∑ + 

         2k  ( )n
jf u ,   1, 2,..., 1j J= − .     (4.2)                    

 
( ii )Implicit scheme 

 

For 0n = , 
1 0
j ju u
k
−

= 
1 1 1 1 1

1 1
2

2t t
j j ju u uD ke

h
τ

τ

−
− − +− +

+ 

               1( )jf u  

1 0
j ju u− = 

2
1 1 1

1 12 ( 2 )j j j
D k u u u

hτ − +− + +                    

      k  1( )jf u ,   1, 2,..., 1j J= − .(4.3)                 

For 1n ≥ , 
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1 1

2

n n
j ju u

k

+ −−
=  

1 1 1 1 1
1 1

2
0

2n m m m mt tn
j j j

m

u u uD k e
h

τ

τ

+ + + + +−
− − +

=

− +
∑ + 1( )n

jf u + . 

1 1n n
j ju u+ −− = 

( )
1 12

1 1 1
1 12

0

2 2
n mt tn

m m m
j j j

m

D k e e u u u
h

τ τ

τ

+ +− + + +
− +

=

− +∑ + 2k

1( )n
jf u + ,   1, 2,..., 1j J= − .             (4.4) 

 
( iii)Implicit -Explicit scheme 

 

 For 0n = , 
1 0
j ju u
k
−

= 
1 1 1 1 1

1 1
2

2t t
j j ju u uD ke

h
τ

τ

−
− − +− +

+       

               0( )jf u  

1 0
j ju u− =

2
1 1 1

1 12 ( 2 )j j j
D k u u u

hτ − +− + +         

 k  0( )jf u , 1, 2,..., 1j J= − .       (4.5)                  

For 1n ≥ , 
1 1

2

n n
j ju u

k

+ −−
=

1 1 1 1 1
1 1

2
0

2n m m m mt tn
j j j

m

u u uD k e
h

τ

τ

+ + + + +−
− − +

=

− +
∑ + ( )n

jf u . 

1 1n n
j ju u+ −− =

( )
1 12

1 1 1
1 12

0

2 2
n mt tn

m m m
j j j

m

D k e e u u u
h

τ τ

τ

+ +− + + +
− +

=

− +∑ + 2k

( )n
jf u ,   1, 2,..., 1j J= − .               (4.6) 

Now we will present an example to show unstability of 

Richardson method.  

 

 

5. An Example Showing Unstability 

 To illustrate the method we will use the 

following data:  
0a = ,  1b = , 0.2T = , 0.2D = , 0.1τ = , 

( ) (1 )f U UU U= −%  with 1U =% , 

 ( )oU x  =

11, [ , ( )],
2

10, ( ( ), ],
2

x a a b

x a b b

⎧ ∈ +⎪⎪
⎨
⎪ ∈ +
⎪⎩

 

( ) 1aU t = , ( ) 0bU t = . 

Let us take 80J =  and 180N =  .Then 

1 0.0125
80

h = = , 
0.2 1
180 900

k = =  and 

2

64
9

kr
h

= =  . 

We will apply Richardson’s explicit scheme  

(4.1) - (4.2) for calculation to be as simple as possible. 

The numerical result is shown in the following figure. It 

shows that the scheme is unstable.  

 

 
Figure 5.1 
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6. Modification of the Method 

 

 Richardson method is unstable because 
2

2 ( , )j
U x s
x

∂
∂

 is approximated by 2 ( )jD u s . So we 

need to modify it. 

Now we will discretize 
2

2 ( , )j
U x s
x

∂
∂

by 2 ( )jD u s∗ . 

Then (3.1) becomes 

( )jdu t
dt

 =
0

t t sD e τ

τ

−
−

∫  2 ( )jD u s∗  ds +                  

                ( ( ))jf u t .                                    (6.1)                                                                                                                          

When  1nt t += , 1n ≥ ,we approximate the right hand 

side of (7.1) as in section 3,and get the following 

schemes: 

 

( i )Explicit scheme 

 

1

( )
n

j
t t

du t
dt += =

1

2
0

n mt tn
m
j

m

D k e D uτ

τ

+ −
− ∗

=
∑ + ( )n

jf u . 

                                                                        (6.2) 

 

( ii )Implicit scheme 

 

1

( )
n

j
t t

du t
dt += =

1 1
1

2
0

n mt tn
m
j

m

D k e D uτ

τ

+ +−
− ∗ +

=
∑ +   

                      1( )n
jf u + .                         (6.3)   

                                                                    
( iii)Implicit -Explicit scheme 

 

1

( )
n

j
t t

du t
dt += =

1 1
1

2
0

n mt tn
m
j

m

D k e D uτ

τ

+ +−
− ∗ +

=
∑ +            

                      ( )n
jf u .                            (6.4) 

 

If we discretize the left hand sides of the above 

equations, we will get fully discrete approximations. 

 

7. Stable Leapfrog Method  

 

 As before time-derivatives 
1

( )
n

j
t t

du t
dt += are 

approximated by 1t
jD u−  for 0n = , and by 0

t n
jD u for 

1n ≥  .Now, the schemes are as follows: 

( i )Explicit scheme 

 For 0n = , 
1 0
j ju u
k
−

= 
1 0 0 0 1 0

1 1
2

( )t t
j j j ju u u uD ke

h
τ

τ

−
− − +− + +

+ 

                 0( )jf u  

1 0
j ju u= + { }

12
0 0 1 0

1 12 ( )
t

j j j j
D k e u u u u

h
τ

τ
−

− +− + + +   

         k  0( )jf u  

12
1

21
t

j
D k e u

h
τ

τ
−⎛ ⎞

+⎜ ⎟
⎝ ⎠

= 0
ju + 

         ( )
12

0 0 0
1 12

t

j j j
D k e u u u

h
τ

τ
−

− +− + + k 0( )jf u , 

           1, 2,..., 1j J= − .                        (7.1)  

For 1n = , 
2 0

2
j ju u

k
−

=  

   D
τ

 k  
2t

e τ
− 0 0 0 1 0

1 1
2

( )t
j j j ju u u u

e
h

τ − +⎡ − + +
⎢
⎢⎣

+ 

    +
1 1 0 2 1

1 1
2

( )t
j j j ju u u u

e
h

τ − + ⎤− + +
⎥
⎥⎦

+ 1( )jf u  

 
2

2

21
kD k e

h
τ

τ
−⎛ ⎞

+⎜ ⎟
⎝ ⎠

 2
ju  
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= 0
ju +

22

2

2 tD k e
h

τ

τ
−

 { }0 0 1 0
1 1( )j j j ju u u u− +

⎡ − + +⎣                                            

    + { }
1

1 0 1
1 1

t

j j je u u uτ
− +

⎤
− + ⎥

⎦
+ 2k  1( )jf u .  (7.2)      

  For 2n ≥ , 
1 1

2

n n
j ju u

k

+ −−
   

 = D k
τ

 
1nt

e τ
+−

 
0 0 0 1 0

1 1
2

( )t
j j j ju u u u

e
h

τ − +⎡ − + +
⎢
⎢⎣

+   

    
1 1

1 1
2

1

( )m m m m mtn
j j j j

m

u u u u
e

h
τ

− +
− +

=

⎤− + +
⎥
⎥⎦

∑ + ( )n
jf u  

  1n
ju + = 1n

ju − +
12

2

2 ntD k e
h

τ

τ

+−
          

    { }0 0 1 0
1 1( )j j j ju u u u− +

⎡ − + +⎣ + 

   
1n

m

−

∑ { }1 1
1 1( )

mt
m m m m
j j j je u u u uτ − +
− +− + + +  

 { }1 1
1 1( )

nt
n n n n
j j j je u u u uτ − +
− +

⎤
− + + ⎥

⎦
+ 2k  ( )n

jf u  

2

2

21
kD k e

h
τ

τ
−⎛ ⎞

+⎜ ⎟
⎝ ⎠

1n
ju + = 1n

ju − +
12

2

2 ntD k e
h

τ

τ

+−
 

         { }0 0 1 0
1 1( )j j j ju u u u− +

⎡ − + +⎣  + 

         
1

1

n

m

−

=
∑ { }1 1

1 1( )
mt

m m m m
j j j je u u u uτ − +
− +− + + + 

         { }1
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( ii )Implicit scheme 
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              1, 2,..., 1j J= − .               (7.5)                  

We will not present implicit-explicit scheme here since 

it can be obtained from (7.4) and (7.5) by replacing 
1( )jf u and 1( )n

jf u +  with 

0( )jf u and ( )n
jf u ,respectively. 
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8. Some Examples Showing Stability 

 We will try the same example in section 5, 

with various data, again by applying leapfrog explicit 

scheme (7.1)-(7.3).We plot the numerical solutions as 

shown in the figures.It can be seen that the scheme is 

stable. 

 

 
Figure 8.1 
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Figure 8.2 
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Figure 8.3 
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Figure 8.4 
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The stability of the leapfrog method can be shown 

analytically by applying Von Neumann analysis. 
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Abstract: We investigate spontaneous pattern formation induced by facilitative and competitive 

interactions of plant community in arid environment.  Rhombic platform weakly nonlinear stability 

analysis is performed on relevant model equation in order to identify regions in a two dimensional 

parameter space in which various spatial patterns may occur. As a result, we can deduce quantitative 

relationship between system parameters and stable patterns which are stripes and rhombic arrays of 

rectangles.   

 
Introduction 

 

Nonlinear systems subjected to disturbances to 

an equilibrium state have been often analyzed by the 

linear theory which discards the nonlinear terms in the 

perturbation quantities [5]. Basically, the critical 

boundary conditions for stability in linear theory can be 

derived from the initially infinitesimal disturbances and 

the wavelength associated with those disturbances 

which are most likely to grow first. However, if the 

long-term behavior of growing disturbances is to be 

ascertained, or if the spatial pattern of the growing 

disturbance is to be predicted, the nonlinear effects 

must be taken into account which is not admitted by 

linear theory. 

We  akly nonlinear stability analysis is the  

 

method traditionally used to study such pattern 

formation that is the result of nonlinear diffusion 

processes of the relevant system. This method pivots a 

perturbation procedure about the critical point of the 

linear stability theory, making use of Landau equations 

[16]. Such an approach allows one to deduce the 

quantitative relationship between system parameters 

and stable patterns that are valuable for planning and 

designing purposes which is difficult to accomplish by 

using simulation alone [10].  

In this paper, we examine the nonlinear phenomenon of 

spontaneous pattern formation discovered in plant 

communities by performing rhombic planform weakly 

nonlinear stability analysis on the governing spatio-

temporal evolution equation.  
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Mathematical Model 

 

The characteristic features of vegetation which 

describe different modes of patterning have been 

observed in arid regions in Africa, America and 

Australia [8]. Specifically, arid environment refers to an 

environment characterized by an extended dry season, 

and water availability is a limiting factor of plant 

growth [8, 11]. The nondimensional space-time 

organization of vegetation describes the deviation of the 

interface from its mean planar position and defined on 

an unbounded two-dimensional spatial domain is given 

by [9] 

( ) ( )2 3 2 2 4( , , ) 1 1(1 ) 1
2 8

x y t L
t

ρ μ ρ ρ ρ ρ ρ ρ ρ∂
= − + Λ− − + − ∇ − ∇

∂
                                                                              (1) 

where the single variable, ρ , is defined as 

total phytomass density appropriately adimensionalized 

to be defined on the interval [0,1], t  is time, and∇ is 

the two-dimensional gradient operator. Three positive 

parameters controlling the dynamics are:μ , the 

mortality-to-growth rate ratio which increases with the 

aridity, Λ  the facilitation-to- competition susceptibility 

ratio , and L is the of the spatial ranges over which the 

facilitative and competitive interactions operate. 

 

Results and Discussion 

 

We are interested in the nonzero uniform plant 

distributions of vegetation that is real, positive, and 

linearly stable. The only nonzero homogeneous steady 

state that we need to consider is given by 

( ) ( )2

0

1 1 4 1
2

μ
α ρ + Λ − + Λ − + Λ −

= =
Λ

.  

                                                   (2) 

 

 

 

The linear stability analysis yields the secular equation 

( ) ( )2 2 41 11 2
2 8

L q qσ α α α α= Λ − − + − − .  (3) 

In what follows, we set    
2L β= ,  (4) 

2 2
2 2 2 ( ) (2 1 )( , ) 2(1 / ) 0, ( , ) [ ]

2 2c cq q α β α αα β β α σ σ α β
α

− + −Λ
= = − > = = −

                                                           (5) 

where 2( , )c cq σ  is the maximum value of the parabola 

in the 2( , )q σ  plane. Since ( , ) 0c cσ α β =  

where ( )22 2 1cβ α α α= − + −Λ  , the homogeneous 

solution is linearly stable for ( )cβ β α> , neutrally 

stable for ( )cβ β α= , and unstable 

for 0 ( )cβ β α< < . 

We next perform the weakly nonlinear stability to two-

dimensional rhombic planform solutions as follows: 

 

Two-Dimensional Pattern: A Rhombic Planform 

Analysis 

 

We shall consider a rhombic planform solution 

and Landau equations of the form [10] 

( ) ( ), , ~ , ,x y t R x y tρ α +  (6) 
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Where 

( ) ( ) ( ) ( ) ( )
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c
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c
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3coscos

2cos2coscos

2cos2coscos

3coscos
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coscos
2cos

coscos,,

03030301
3

212112121210
2

121221212101
2

30303010
3

02020200
2

11111111

20202000
2

++

−++++

−++++

++

++

−+++
++

+=

−

−

−

           (7) 

with  

( ) ( )φφ sincos yxz +=       (8) 

and 

                                  
( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

2 2

2 2

~ ,

~ .

d A t
A t A t a A t b B t

d t
d B t

B t B t a B t b A t
d t

σ

σ

⎡ ⎤− +⎣ ⎦

⎡ ⎤− +⎣ ⎦

                            (9) 

 

After substituting (6)-(9) into (1), we obtain  

( ), ,σ σ α β=        (10) 

 

( )
( ) ( ) ( )

( )( )
3 2 2

2 2 2

866 119 1 2 1 2 798 7061
36 1 2 192 299 2 1 2 338 146

a
α α α α

α α α α α

⎡ ⎤− − Λ − + − Λ + − + Λ
⎢ ⎥= ⎢ ⎥+ − Λ + − + + − Λ + Λ − Λ⎢ ⎥⎣ ⎦

      (11) 

 

( ) ( ) ( )( )
( ) ( ) ( )( ) ( )

( ) ( ) ( )( ) ( ) ( )

( ) ( ) ( )

2 2 4

2 2 2 2 3

2 2 2 2 3 2

2 2

1
2 1 2 1 8cos 16cos

31 1 2 2 1 75 2 2 1 48 82 34 190 162 194

24 1 2 2 1 48 2 2 1 48 96 48 192 192 192 cos

112 1 2 2 1 272 2 2 1 192 35

b
α α φ φ

α α α α α α α

α α α α α α α φ

α α α α

= ⋅
− − +Λ − +

⎡ ⎤Λ − + −Λ + − + −Λ + − Λ + Λ + − Λ +⎢ ⎥⎣ ⎦

⎡ ⎤+ − Λ − + −Λ + + −Λ − + Λ − Λ + − + Λ −⎢ ⎥⎣ ⎦

+ Λ − + −Λ + − + −Λ + −( ) ( ) ( )2 2 3 42 160 800 736 864 cosα α α φ

⎧ ⎫
⎪ ⎪
⎪ ⎪
⎪ ⎪
⎪ ⎪
⎨ ⎬
⎪ ⎪
⎪ ⎪
⎪ ⎪

⎡ ⎤⎪ ⎪Λ + Λ + − Λ +⎢ ⎥⎣ ⎦⎩ ⎭

                  

                                            (12) 
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The equivalence class of critical 

points ( )00 , BA  of (9) are I: 000 == BA  which is 

stable for 0σ < and correspond to the uniform 

planform interface, II: 2
0 0, 0A B

a
σ

= =  which is 

stable for 0>σ  and ab > and correspond to stripe 

pattern, and III : 0 0A B= with 
ba

A
+

=
σ2

0  which 

is stable for 0>σ  and ba > and corresponds to 

rhombic pattern. 

The following figures are the contour plots of (6) 

corresponding to the critical points II and III 

respectively. 

 
Figure 1. Contour plot of (7) for critical point II  

               with 1, 0.12, 0.02α βΛ = = = . 

                                          

 

 

 

 

 

 

 

 

Figure 2. Contour plot of (7) for critical point III  

               with 1, 0.1, 0.02, / 2α β φ πΛ = = = = . 

Conclusion 

 

We have performed systematic stripe- and 

rhombic-planform weakly nonlinear stability analyses 

on an evolution vegetation equation describing the 

deviation of the interface from its mean planar 

position over an unbounded one and two-dimensional 

domains. The patterns consist of ripples, and rhombic 

arrays of rectangles. The stability behavior of the 

structures depends on two relevant positive 

parameters ,α β . This interaction-redistribution 

problem of vegetation dynamics, described by a 

single evolution equation, is useful for ecological 

management and landscape design purposes. 
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Abstract: In this paper a discrete event simulation model for intermodal barge transport (SIMBA) is 
presented. The intermodal context in Belgium is described. The simulation model covers the hinterland 
waterway network of a major port in Western-Europe. The simulation modeling approach is 
elaborated. The SIMBA model is part of a larger decision support system for intermodal transport 
policy making (DSSITP). The simulation model is applied to analyze potential impacts of adding a 
new intermodal barge terminal to a hinterland network. 
Keywords: Discrete event simulation, intermodal freight transport, ex-ante analysis, decision support 
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INTRODUCTION 

 
 Emerging freight transport trends, such as a 
geographical expansion of distribution networks and 
continuing growth rates in freight transport, 
demonstrate the importance and necessity of intermodal 
freight transport systems. European, national and 
regional governments intend to stimulate a modal shift 
towards more environment-friendly transport modes, 
such as rail and barge transport. Intermodal transport 
has grown into a dynamic transportation research field. 
Many new intermodal research projects have emerged. 
Intermodal transport integrates at least two modes of 
transport in a single transport chain, without a change 
of container for the goods, with most of the route 
traveled by rail, inland waterway or ocean-going vessel 
and with the shortest possible initial and final journeys 
by road (Macharis and Bontekoning[1]). An overview of 
planning issues in intermodal transport is given by 
Caris, Macharis and Janssens[2]. 
 This paper describes a discrete event Simulation 
Model for InterModal BArge transport (SIMBA), 
which is developed as part of a Decision Support 
System for supporting Intermodal Transport Policy 
making in Belgium (DSSITP). Intermodal planning 
problems are complex due to the inclusion of multiple 
transport modes, multiple decision makers and multiple 
types of load units. Because of this increased 
complexity and the required level of detail, discrete 

event simulation is the appropriate tool of analysis. The 
SIMBA simulation model is created to support 
decisions in intermodal transport at the strategic level. 
Simulation models have been widely used to optimize 
the design of intermodal terminals. For example, 
Rizzoli, Fornara, and Gambardella[3] present a 
simulation tool for the combined rail/road transport in 
intermodal terminals. Parola and Sciomachen[4] 
describe a strategic discrete event simulation model to 
analyze the impact of a possible future growth in sea 
traffic on land infrastructure in the north-western Italian 
port system.  
 The SIMBA simulation model covers the 
hinterland waterway network of a major port in 
Western-Europe. In the following section, the 
intermodal context in Belgium is presented. Next, the 
discrete event simulation model is discussed. The 
SIMBA model is part of a larger decision support 
system for intermodal transport policy making. The 
DSSITP framework is briefly introduced. In the final 
section the SIMBA model is demonstrated by analyzing 
the impact of an additional barge terminal in the 
hinterland waterway network. 
 

INTERMODAL CONTEXT IN BELGIUM 
 
In the intermodal context in Belgium, the importance of 
inland navigation is increasing. A key element in the 
competitiveness of seaports consists of their hinterland 
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access. Ports have become a part of intermodal 
networks and competition takes place amongst transport 
chains instead of between ports. The intermodal 
hinterland network of the port of Antwerp serves as the 
real-world application in our study. In the port of 
Antwerp a modal shift towards inland navigation is 
observed in recent years. The share of barge container 
transport in the modal split of the port of Antwerp 
amounted to 32% in 2004. As transport volumes are 
expected to further increase, inland navigation is often 
seen as a promising solution to ensure an effective 
hinterland access. The quality of the hinterland access 
of a port depends on multiple actors in the transport 
flow, such as truck companies, terminal operators, 
barge operators, freight forwarders, carriers and port 
authorities. De Langen and Chouly[5] think of the 
improvement of hinterland access as a collective action 
problem, which requires coordination between actors. 
Inter-organizational coalitions are necessary to invest in 
hinterland transport services. 
 

SIMULATION MODEL FOR INTERMODAL 
BARGE TRANSPORT 

 
 This section gives an overview of the methodology 
of the SIMBA model. The simulation model covers the 
hinterland waterway network of a major port in 
Western-Europe. First, the intermodal transport 
network is presented. Next, the conceptual model of the 
current network is discussed. A number of assumptions 
are made to implement the conceptual model into a 
computer simulation model. Finally, an overview is 
given of the inputs and outputs of the discrete event 
simulation model. 
 

Intermodal Transport Network 
 

 In Belgium three regions of origin can be identified 
in the hinterland network of the port of Antwerp. The 
first group of container terminals is situated along the 
Albert Canal towards the eastern part of Belgium. A 
second region of origin is located in the central part of 
the country, connected to the port of Antwerp by the 
Brussels - Scheldt Sea Canal. The third group of 
intermodal container flows originates in the basin of the 
Upper Scheldt and the river Leie. All intermodal 
container terminals organize shuttle services either to 
the port of Antwerp or to the ports of Rotterdam and 
Amsterdam. Two clusters of sea terminals can be 
identified in the port area of Antwerp. Until recently the 
main center of activity was situated on the right river 
bank. With the construction of a new dock 

(Deurganckdok) in the port of Antwerp, a second 
cluster of sea terminals emerged on the left river bank. 
Barges sail through the Scheldt-Rhine connection to 
Rotterdam and Amsterdam. A last destination is the 
port of Zeebrugge, which can be reached via Antwerp 
and navigation on the river Scheldt. Shuttle services 
transport containers from inland terminals to sea 
terminals in the port area and carry containers from sea 
terminals to inland destinations in a round trip. 
 

Conceptual Model 
 

 Three major components can be identified in the 
intermodal hinterland network, as depicted in figure 1. 
The first component in the intermodal freight transport 
network is the inland waterway network. The inland 
waterway network is made up of terminals, waterway 
connections and container flows. Entities are defined as 
barges which originate from the different inland 
terminals and carry containers in round trips to the 
various ports. A second component is the port area of 
Antwerp. Barges may visit sea terminals on the left 
river bank and right river bank in the same round trip, 
go to Rotterdam or Amsterdam via the Scheldt-Rhine 
connection or sail to Zeebrugge via the Scheldt estuary. 
On the right and left river bank, barges queue for 
handling at the sea terminals. Barges moor as soon as 
enough quay length is available. The handling time at 
the sea terminal depends on the number of containers 
that need to be unloaded from or loaded into the inland 
vessel. In the inland waterway network as well as in the 
port area multiple locks are present. Therefore, lock 
planning constitutes a third major component. 
 

Inland waterway Port area

Lock planning

network 

− Waterways

− Container flows

− Terminals

 
Fig. 1: Components 
 
 The operations of locks strongly affect waiting 
times of barges for lockage. A number of decision rules 
are defined to make the operations of the locks in the 
simulation model reasonably realistic. A first group of 
decision rules relates to the assignment of barges to 
lock chambers. Barges are assigned to a lock chamber 
only if its size is within the allowed dimensions. 
Secondly, barges are assigned to the smallest lock 
chamber that is open. A third decision rule is applied 
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when no lock chamber is open in the sailing direction of 
the barge. In this situation the barge is assigned to the 
lock chamber which is the first available. 
 A second group of decision rules is introduced to 
determine when a lock chamber is closed. A lock 
chamber is closed when there is not enough remaining 
space for the next barge in queue or when no additional 
barges arrive within a predefined number of time units. 
From interviews with waterway administrators it 
appears that the operations of locks are entrusted to a 
lockkeeper, without fixed rules. Future research could 
introduce more complex decision rules in the 
simulation model. 
 The conceptual model of the current container flow 
is depicted in figure 2. At present all barges enter the 
port area and visit one or multiple sea terminals. 
 

Port area 

Rotterdam
Amsterdam
Zeebrugge

network 
Inland waterway

Antwerp

 
Fig. 2: Conceptual model of the current situation 
 

Assumptions 
 

 A number of assumptions are made to translate the 
actual intermodal network into a discrete event 
simulation model. The emphasis lays on inland 
waterway transport. Rail connections in the hinterland 
network are not taken into account. The model further 
assumes a homogeneous container type and equal 
handling time for each container. All main waterway 
connections between inland terminals and the port area 
are incorporated in the simulation model. Small 
waterways without inland terminals are not included in 
the simulation model of the current situation. Sailing 
times are assumed to be stochastic and follow a 
probability distribution. A probability distribution is 
also used to model the stochastic lockage times and 
handling times in the port area. 
 

Inputs 
 

 The intermodal terminals in the inland waterway 
network were requested for information to identify the 
container flows. Real data on shuttle services is used as 
input for the simulation model, constructed in the 
simulation software Arena. For each shuttle service the 
following information is required: which type of barge 
is used, which destinations are visited and what is the 
average number of import and export containers for 

each destination. 
 Container transport interacts with other freight 
flows. Therefore, the flow of non-containerized goods 
on the inland waterway network is introduced as input 
in the simulation model. These flows affect the waiting 
times at locks. The waterway administrators provided 
information on the network connections. In the port 
area of Antwerp three clusters of locks connect the 
inner port area with the sea side. Data is required on the 
choice of locks when sailing in the port area. The 
average quay length available for handling inland 
navigation at sea terminals gives an indication of the 
service capacity in the port area of Antwerp. Finally, an 
enquiry is made into the turnaround times of vessels 
and average waiting times at locks in order to verify 
and validate the model. 
 

Outputs 
 

 Table 1 gives an overview of performance 
measures generated by the simulation model. The 
turnaround time of shuttles is defined as the total time 
necessary for a barge to sail from an inland container 
terminal to the port area, visit all sea terminals and 
return to the inland terminal. The turnaround time 
depends on the waiting times at locks and in the port 
area. Outputs measured at locks are the percentage of 
barges that have to wait, the number of barges that have 
to queue and the waiting time of barges in the queue. In 
the port area the waiting time before handling is 
measured, as well as the number of vessels queueing for 
service. A final set of performance measures concerns 
the capacity utilization. In the port area this is expressed 
as the average percentage of quay length occupied. In 
the hinterland network the average and maximum 
number of barges on each network connection is 
recorded. 
 
Table 1: Performance measures 
Shuttles Turnaround time 
Locks Total number waiting 
 Number waiting in queue 
 Waiting time in queue 
Port area Waiting time in queue 
 Number waiting in queue 
Capacity utilization Quay length 
 Network connections 
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EVALUATION OF POLICY MEASURES 
 
 The SIMBA model is part of a decision support 
system for evaluating policy measures intended to 
stimulate intermodal transport. The DSSITP framework 
is depicted in figure 3 [6]. Due to the combination of 
three models, the analysis of policy measures is 
performed on multiple levels of aggregation over 
multiple transport modes. Each model has its specific 
purpose and outputs. The multimodal freight model 
NODUS is situated on the highest level of aggregation 
and constitutes the first step in the analysis of a 
potential policy measure. NODUS implements the 
virtual networks methodology as defined by Jourquin 
and Beuthe[7]. The NODUS model provides traffic 
prognoses and optimal locations which serve as inputs 
for the LAMBIT model and SIMBA model. The 
NODUS model produces aggregated outputs of the 
various transport modes, such as their accessibility,  

environmental impact, share in modal split and total 
costs of an intermodal service. The LAMBIT model is 
scaled on the Belgian intermodal network. The model 
analyzes the potential market area of a new terminal 
and assesses the impacts on existing terminals. It 
further produces cost indicators and potential modal 
shifts. The SIMBA model is situated on the lowest level 
of aggregation and produces detailed output related to 
the reliability, speed and capacity utilization of the 
waterway network. The operations of the inland 
navigation network are modeled in detail. This enables 
an ex-ante examination of potential policy measures to 
stimulate intermodal transport by barge. With the 
SIMBA model, the impact of volume increases in the 
network or the introduction of new intermodal barge 
terminals can be simulated. Also alternative 
consolidation strategies may be compared.  
 

 
 

 
                                                         

 Fig. 3: DSSITP assessment framework [6] 
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 Three categories of policy measures may be 
identified. The first group of policy measures affects 
intermodal transport costs. Both federal and regional 
governments in Belgium establish subsidy schemes to 
promote the growth of intermodal transport. Second, 
transport policies may affect investments costs 
necessary to provide intermodal transport infrastructure. 
Infrastructure related policy measures include the 
construction of new terminals and intermodal network 
extensions. A third group of policy measures is 
intended to improve intermodal transport services. An 
example of service related policy measures is given by 
Caris, Macharis and Janssens[8] who study the effect of 
alternative consolidation strategies in intermodal barge 
transport.  
 In this paper the SIMBA model is applied to 
analyze the impact of a new intermodal barge terminal 
on the waterway network. The impact on network 
characteristics such as average and maximum waiting 
times at locks and in the port area is measured. 
Potential bottlenecks and necessary capacity 
investments may also be deducted. As depicted in 
figure 3, the location and volume of a new intermodal 
barge terminal is received from the NODUS model. 
The market area may also be analyzed with LAMBIT. 
A new location is identified in the southern part of the 
country, at Roucourt on the Nimy-Blaton-Péronnes 
canal. A potential volume of 7,000 containers per year 
with the port of Antwerp as origin or destination is 
assumed. Vessels will sail via the Upper Scheldt to the 
port area in Antwerp. The Nimy-Blaton-Péronnes canal 
is navigable for vessels up to 1350 tons. As the terminal 
currently does not exist, assumptions have to be made 
regarding the service schedule offered to customers. 
Vessels of size 32 TEU and 66 TEU sail in a roundtrip 
to the port area. Three departures are equally distributed 
in a weekly schedule. Vessels may visit both clusters of 
sea terminals on the right and left river bank in a single 
roundtrip. As the new terminal is situated in the 
southern part of Belgium, it takes almost a day to sail 
from the hinterland to the port of Antwerp. Barges 
depart in the morning of day 1 in Roucourt and arrive at 
sea terminals in the morning of day 2. No changes are 
made to the schedules of the existing inland terminals. 
A separate random-number stream is dedicated to each 
source of randomness in the model in order to 
synchronize the current and new situation as much as 
possible. 
 Performance measures relevant for the comparison 
of the current and new situation are discussed next. Ten 
simulation runs of 672 hours are performed. Table 2 
gives the average turnaround times of all inland 

terminals, expressed in hours in the current and future 
situation. Inland vessels may only sail to Antwerp 
(Antw) or they can make a combined trip to Antwerp 
and Rotterdam (Rdam) or Amsterdam (Adam). The 
standard deviation is mentioned between brackets 
below the average turnaround time. From table 2 may 
be concluded that the introduction of a new terminal 
has no influence on the turnaround times of existing 
terminals. Shuttle services offered by the terminal in 
Roucourt incur a turnaround time of 63.31 hours. 
 
Table 2: Average turnaround times current situation and 
              after introduction new terminal 

 
Current 

 

New 
terminal  

Shuttle services 
Avg Avg 

15.10 15.20 Gosselin Deurne - Apen 
(0.32) (0.41) 
21.21 21.26 Gosselin Deurne - Rdam 
(0.09) (0.07) 
22.44 21.64 Gosselin Deurne - Apen + Rdam 
(0.46) (0.88) 
29.09 28.84 WCT Meerhout - Apen 
(0.46) (0.41) 
38.20 38.30 WCT Meerhout - Rdam / Adam 
(1.07) (0.46) 
41.59 41.75 WCT Meerhout - Apen + Rdam / 

Adam (0.42) (0.56) 
38.70 38.84 Haven van Genk - Apen 
(0.53) (0.66) 
45.07 45.03 Haven van Genk - Rdam 
(0.46) (0.54) 
50.30 49.87 Haven van Genk - Apen + Rdam 
(0.95) (1.05) 
46.47 46.28 Renory Luik - Apen 
(0.31) (0.38) 
20.24 20.55 IPG Gent - Apen 
(0.53) (0.69) 
35.43 35.28 IPG Gent - Rdam 
(0.49) (0.32) 

38.63 38.77 RTW Wielsbeke - Apen 
(0.51) (0.36) 
49.29 49.04 RTW Wielsbeke - Rdam 
(0.91) (1.10) 
41.98 42.09 AVCT Avelgem - Apen 
(2.13) (1.99) 
57.53 58.21 AVCT Avelgem - Rdam 
(0.90) (1.16) 
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Current 

 

New 
terminal  

Shuttle services 
Avg Avg 

62.82 62.57 AVCT Avelgem - Apen + Rdam 
(0.48) (0.41) 
14.74 14.79 TCT Willebroek - Apen 
(0.19) (0.13) 
35.47 35.36 TCT Willebroek - Apen+Rdam 
(0.36) (0.36) 
20.91 21.07 Cargovil Grimbergen - Apen 
(0.17) (0.38) 
38.17 38.24 Cargovil Grimbergen - Rdam 
(0.38) (0.11) 
21.74 21.76 BTI Brussel - Apen 
(0.29) (0.29) 
40.61 40.84 BTI Brussel - Rdam 
(0.83) (0.99) 
40.63 40.78 BTI Brussel - Apen + Rdam 
(0.36) (0.45) 
21.98 21.80 Batop Herent - Apen 
(0.27) (0.14) 
/ 63.31 Roucourt - Apen 
/ (0.70) 

 
Table 3 summarizes performance measures in the port 
area. The average and maximum waiting time before 
handling, expressed in hours, are given for the sea 
terminals on the right and left river bank. Next, the 
average and maximum utilization of the quays on the 
right and left river bank and at the hub are measured. 
 
Table 3: Performance measures in port area 

 Current New terminal 
 Avg Stdev Avg Stdev 

Avg Waiting time port area  
RO 0.06 0.02 0.08 0.02 
LO 0.05 0.02 0.05 0.02 
Max Waiting time port area  
RO 4.37  7.72  
LO 3.98  3.97  
Avg Capacity utilisation   
RO 0.1666 0.0017 0.1715 0.0015 
LO 0.1742 0.0017 0.1786 0.0019 
Max Capacity utilisation   
RO 0.9834  0.9834  
LO 0.9850  0.9850  

 
 Following Law[9], paired-t confidence intervals are 
constructed to compare the results. Table 4 presents the 

95% confidence intervals for which the difference 
between the introduction of a new terminal in Roucourt 
and the current situation is significant. The average 
handling time in both clusters of sea terminals on the 
left and right river bank increases slightly due to the 
introduction of a new terminal in the waterway 
network. An increase of 0.5% is only a minor effect. No 
large impact was to be expected in light of the small 
market area of the new inland terminal. However, the 
analysis clearly demonstrates the possibilities of the 
SIMBA model and the DSSITP framework. The 
framework is able to quantify ex-ante the impact of 
future policy measures. 
 
Table 4: Comparison current and new situation 
Avg Capacity utilisation  95% Confidence interval 
Quay RO 0.0005; 0.0094 
Quay LO 0.0002; 0.0084 
 

CONCLUSIONS 
 
 A discrete event simulation model is set up to 
analyze potential impacts of policy measures intended 
to stimulate intermodal barge transport. The operations 
in the hinterland network of the port of Antwerp are 
modeled in detail to assess the impact on the network 
infrastructure and operational characteristics. The 
model is applied to estimate the influence of a new 
intermodal barge terminal in Roucourt. The shuttle 
services offered by the new terminal cause a slight 
increase in average handling time in both clusters of sea 
terminals on the left and right river bank. Impacts are 
only minor or non-existent due to the fact that this new 
terminal is not able to attract large volumes. The 
analysis clearly shows the possibilities of the simulation 
model and the DSSITP framework. 
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Abstract: Simulation and modeling of a suppy chain management system has been the subject of many 
discussions in numerous papers. Theoretical solutions have been found however difficulties arise at the 
application stage due to the fact that real world set-up is not in conformity with the model. Usually the 
chain consists of producer/supplier of parts--components--modules--final products assembler. Cost is 
selected as criteria for optimization, while in practice profit is used. Modeling of supply chain and 
simulation to find an optimum profit should therefore give a more practical solution. 

Keywords:  Modeling, simulation, supply chain, profit/cost. 

 
INTRODUCTION 

Most theoretical models are concerned with one 
supplier and one manufacturer system. There is no 
difference between “producer & supplier” and “pure 
supplier.”  A pure supplier buys goods from producers 
and then sells them to manufacturer. Supplier has its 
own stock or inventory. Producer & supplier has 
production facility and warehouse of its owns and sells 
its products to supplier/manufacturer. If a supplier 
doesn't have stock/inventory and it bridges producer & 
supplier and manufacture, then it becomes only an 
agent of distribution. The problem in practice is 
complex. Representing a real situation by elaboration 
(start simple), analoging (use similarity), and iteration 
(refine it again and again), which covers many variables 
in the model to be, is not always possible though. The 
number of suppliers, manufacturers, goods, prices, 
tender contract, speeds, etc. should be included in the 
model. 

 
REAL SET UP OF A SUPPLY CHAIN 

Take a big airplane as an example. It might consist 
of more than eighty-thousands parts to be assembled 
into components, modules and a final product. There 
are many aircraft manufacturers and parts producers. 
Other examples are automotive and electronic 
industries around the world. They have choices, for 
example to produce and assemble all parts in one roof, 
or to let some manufacturers do some jobs of producing 
and assembling in different places. 

The situation might be described in the following 
ways: 

1. One supplier (S), one part (P), one 
manufacturer (M) 

2. One S, more than one P, one M 
 

3. More than one S, one P, one M 
4. More than one S, more than one P, and one M 
5. One S, one P, more than one M 
6. One S, more than one P, more than one M 
7. More than one S, one P, more than one M 
8. More than one S, more than one P, and more 

than one M 
There   are  independent  and  dependent suplliers 
(groups). There are manufactures groups too. 
 

COST AND/OR PROFIT 

Figure 1 shows two cost curves. Supplier buys part 
from producer. The first curve shows the cost as a 
function of lot size. The economic lot size is pointed by 
Axy. Manufacturer buys part from supplier. The 
economic lot size is pointed by Bxy. In most cases, Axy 
is not the same as Bxy. In this example, curves cross 
each other in two points, Cxy and Dxy. These points 
could be named joint cost, which means that supplier 
and manufacturer have the same total cost and the same 
amount of part bought. Both are not the optimum cost 
for seller nor buyer. 

Line y = Y represents the price paid by 
manufacturer which buys part from supplier. 
Simulation can be conducted within the range of X 
minimum and X maximum. The range is negotiable 
beside the price, which are stated in a sell and buy 
contract between supplier and manufacturer. The profit 
is the difference between price and cost. Simulation is 
done to find optimum profit for supplier or  seller. 

Supplier can use their own working capital, or 
borrow it from a bank. Its return should be higher than 
the interest rate, which varies from one country to 
others. Payback periods should be in accordance with 
the terms of borrowed working capital. 
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Figure 1. Cost curves (sample) 

 
 

MULTI PARTS AND SOURCES 

Producer & supplier or simply supplier can sell 
parts/goods to a “free market.” They can also sell to a 
certain manufacturer. They are not allowed to sell them 
to other manufacturers. Transactions can also happen 
between or among suppliers.   

Usually, manufacturer buys parts /components 
/modules from various sources. There are many 
problems to be solved, for example manufacturer has to 
wait four years to have a complete module in  his 
assembly line.  An aircraft consists of several modules, 
for example, cockpit, body, tail, engine, wing, etc. 
Problems arise when all modules don't arrived in the 
plant on time.  The causes of the problems can be traced 
from producer  & supplier of parts, components, 
modules, and in the final assembly it self.  In short, 
scheduling is of prime importance in a supply chain 
management system. 

 
SUPPLY CHAIN SYSTEM PERFORMANCE 

There are several measures in this respect, namely:  

1. Maximum completion time  
2. Total time spent on all jobs  
3. Summed lateness of all jobs  
4. Summed tardiness of all jobs  
5. Summed earlyness of all jobs 
6. Lateness of the lastest job 
7. Tardiness of the tardiest 

The first measure, makespan model consists of 
processing time and sequence (from three  Sources)  as 

follows: 

Source(S) S1 S2 S3 
Part, P  4 3 2    months 
Component, C 1 4 4 
Module, M 3 2 3 
(Assembly, A 3 3 1) 
 
Sequence P C M 
  C P M 
  M C P 
  C M P 
 
Makespan = 16 months, maximum completion time 
 
(Lateness, tardiness, earlyness, lateness of the latest job, 
the tardiest, and total time spent on all jobs, are not 
presented) 
 

THE DYNAMIC NATURE OF PROFIT/COST 

It  is shown in Figure 1 that price line y =Y  is 
above Axy and Bxy. It means that supplier and 
manufacturer obtain profit. If the line is under Axy, 
then supplier and manufacturer are at lost. If the line is 
between Axy and Bxy, then manufacturer is at lost, but 
supplier obtains profit. If the line crosses Cxy or Dxy, 
then supplier and manufacture obtain nothihg, but at a 
different lot size. Between these two lot sizes, supplier 
and manufacturer obtain profit. 

Price is a subject for negotiation. Supplier and 
manufacturer have their own strategies to serve both 
interests. If supplier is a subsidiary of manufacturer, 
then the process of negotiation become a "family 
matter." If several  suppliers agree to become a group, 
then they have a stronger bargaining position. The same 
situation happens when several manufacturers agree to 
become a group. 

Table I and II show samples of supplier  financial 
performances. The percentage of profit/cost should be 
higher than the central bank rate. In other words, the 
internal rate of return should be high enough to cover 
borrowed working capital, taxes, divident, etc. The 
"values" of shares of the suppliers are affected by their 
financial performances. Supply-chain management 
systems are very dynamic when they borrow money 
from various capital markets. 

THE DYNAMIC NATURE OF SCHEDULING 

There are more than one manufacture and one 
supplier of any kind of products, engineering, durable, 
or consumer ones. If there is a well structured and 
organized manufacturers and suppliers, then scheduling 
problems might be easier to be formulated and solved 
mathematically. In practice, it is not always clear the 
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interrelations between/within manufacturers and 
suppliers, and therefore simulation techniques  “come 
into scheduling picture.”  Time value of money is 
related to the makespan  and delivery date. 

Gantt-chart, critical path method, and program 
evaluation and preview technique, are means to 
schedule activities in the early period of the scientific 
management.  Nowadays, in the age of information and 
computer technology, sophisticated scheduling 
methods/techniques appear almost every month in the 
journals. In the job-shop scheduling alone, more than 
1000 articles have been published in various media. 

There are active, semi-active, non delay, and 
optimum schedules. An exact optimum solution is 
expected to come out from a mathematical 
programming method, for example linear programming. 
A near optimum solution is expected to come out from 
a non mathemathical programming method, for 
example heuristic and/or "meta-heuristic" methods. 

There are 3 groups of heuristic:  
1. Biological based, Generic algorithm, Ant 

colonies, Artificial neural network, and 
Artificial immune systems  

2. Physical based, for example simulated 
annealing  

3. Social based, for example tabu reasearches.  
In the Artificial Immune System, four steps should 

be taken, encoding, similarity, selection, and mutation. 
There are four basic immune system models and 
algorithms, Bone Marrow, negative selection, cloning 
selection algorithm, and somantic hypermutation. 
Flowcharts are developed for artificial immune system 
schedule, conventional makespan, invers mutation, 
pairwise mutation, and receptor editing. 

 
Closing Notes. It is impossible to present the 

whole data and information processing in this paper. 
The original makespan of 15 months could be improved 
to become 14.20 months after 1500 iterations. It still 
could be improved further though. 
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TABEL I 

PERFORMANCES OF 20 SUPPLIES IN JANUARY 2007 (PARTS) 

Suppfier  
/Number 

Date of 
Order 

Production 
Cost 

(USD) 

Finishing 
Date 

Profit 
(USD) 

Payment 
Receiving 

Date 

Profit/Cost 
(Percent) 

1 07/01/2007 31231000 08/01/2007 4355000 17/01/2007 13,94 
2 08/01/2007 30033593 13/01/2007 4047000 22/01/2007 13,47 
3 08/01/2007 30069185 13/01/2007 4085000 19/01/2007 13,58 
4 08/01/2007 15638000 12/01/2007 2203000 17/01/2007 14,08 
5 08/01/2007 23012126 11/01/2007 2817500 23/01/2007 12,24 
6 08/01/2007 36969004 11/01/2007 4669500 25/01/2007 12,68 
7 12/01/2007 20723998 17/01/2007 2807000 23/01/2007 13,54 
8 14/01/2007 6972505 17/01/2007 708000 01/01/2007 10,15 
9 21/01/2007 15630275 25/01/2007 2290000 09/01/2007 14,07 

10 21/01/2007 18614000 27/01/2007 2477000 29/01/2007 13,30 
13 22/01/2007 11410070 29/01/2007 1152000 05/01/2007 10,09 
14 22/01/2007 15534000 29/01/2007 3228634 05/01/2007 20,78 
11 25/01/2007 9344803 31/01/2007 1280000 31/01/2007 13,69 
12 25/01/2007 12762233 31/01/2007 2039000 31/01/2007 15,97 
15 28/01/2007 1650000 05/02/2007 165000 28/02/2007 10,00 
16 28/01/2007 670034 05/02/2007 67010 05/02/2007 10,99 
17 28/01/2007 48376129 02/02/2007 4848000 14/02/2007 9,26 
18 28/01/2007 4580801 02/02/2007 469000 12/02/2007 10,23 
19 28/01/2007 4645240 02/02/2007 475000 12/02/2007 10,22 
20 28/01/2007 12499461 02/02/2007 1710000 07/02/2007 13,68 
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TABEL II 
PERFORMANCE OF ONE SUPLIER IN THE YEAR 2007 (PART) 

Date of 
Order 

Production 
Cost 

(USD)  

Finishing 
Date 

Profit 
(USD) 

Payment 
Receiving 

Date 

Profit/Cost 
(Percent) 

25/01/2007 9344803 31/01/2007 1280000 31/01/2007 13,69 
25/02/2007 9313834 03/03/2007 1246000 05/03/2007 13,37 
25/03/2007 9287763 02/04/2007 1217000 09/04/2007 13,10 
25/04/2007 9172742 01/05/2007 1150000 30/04/2007 12,53 
25/05/2007 9775945 30/06/2007 1754000 29/05/2007 17,94 
25/06/2007 8865413 30/06/2007 1341000 04/07/2007 15,12 
25/07/2007 9056600 01/08/2007 1200000 31/07/2007 13,25 
26/08/2007 9317289 01/09/2007 1250000 04/09/2007 13,41 
25/09/2007 9676931 02/10/2007 1645000 02/10/2007 16,99 
25/10/2007 9276566 30/10/2007 1205000 01/11/2007 12,98 
25/11/2007 9323886 01/12/2007 1300000 26/11/2007 13,94 
25/12/2007 9787937 29/12/2007 1767000 02/01/2008 12,05 
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________________________________________________________________________________________ 
Abstract: This Simulation presents as evaluation of parking space availability current Parking Spot 
for efficiency and energy conservation in parking building of Sripatum University. By using 
simulation, as Not choose parking spot before drive in the park building and choose parking spot 
before drive in the park building. Result of both model less than real time but all activities can check 
in the model. In condition not choose same use selection card and another condition same the present 
of parking building. Condition of choose is spread in all floors and use securities to work more than 
condition of not choose but check free park spot decision. 
 
Keywords:  Arena, Car Parking, Park Building, Energy Conservation, Efficiency 

_______________________________________________________________________________________________________________________________________

 
1. Introduction 

The parking area in Sripatum University have 7 
zones not include motorbike. Some area assign only 
professor in university but parking building number 9  

 
every person can park and this building be close 
system when car drive in and out by only one way. 
For any floor have security deposited to check and 
record detail of car.  

 

 
 

Figure 1. Layout of Sripatum University 
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Parking System of parking building Number 9 is Car drive in the building move to the first floor by 20 second 
and check parking spot if have idle park spot be parked in the spot. Security record detail ID Car color and number 
of park spot, these detail record for only security. Number of floor have 13 floor 258 park spots  

 
 

Figure 2. Park spot number and position of Park building number 9 
 

 
 
 
Data Collection Distribution of cars drive in the 

university for  3 hours in the morning -0.001 + 
EXPO(0.229), this rate be reduced in any of parking 
area at  the park building, distribution before car 
drive in be -0.5 + LOGN(1.93, 2.3). Distribution in 
any floors of the park building show below in the 
table 1. 

 
Table 1. Parking in 3 hours* 

Floor number Distribution 
1A TRIA(5, 356, 1.16e+003) 
1B UNIF(255, 737) 
2A 11 + WEIB(221, 1) 
2B 30 + 595 * BETA(0.354, 0.739) 
3A 90 + 510 * BETA(0.505, 0.22) 
3B 32 + EXPO(274) 
4A NORM(368, 165) 
4B 105 + 435 * BETA(1.26, 0.722) 
5A 49 + EXPO(240) 
5B 5 + WEIB(194, 1.05) 
6A TRIA(3, 93.9, 687) 
6B 73 + EXPO(112) 
7A 61 + 299 * BETA(1.18, 1.23) 

* These result calculate from by input analyzer 8.01 
 
 
 
 

 
 
2. Model Description 
 

 From data collection show the parking system 
of building is close system as gate in and out is only 
one way, every property is assigned from security at 
gate in by radio communication from 7 securities. 
And time to move between floors is 20 second and 
cumulative is 260 second of 13 floors. From data 
collection have two decisions is the first is Not 
choose parking spot before drive in the park building 
and another Choose parking spot before drive in the 
park building 
 
2.1 Not choose parking spot before drive in the  
      park building  
 
 When car drive in the park building before 
choose park spot. The car has two ways for parking 
as between the first floor and the second floor. This 
case will use decide to choose two ways by current 
number in queue equal zero condition.  If car park at 
the first floor as finish choose  but the car have not 
park at the first floor that car will have two condition 
same the first floor for choose between the second 
floor with the third floor. The park building has 13 
floors when drive into the top will drive back down 
and choose two ways same driving up. 
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Figure 3. Decide module to choose park for drive up  and drive down from building. 
 

  
 
 After have park spot will be get parking spot by seize module by construct set of parking spot 13 rows in set 
spreadsheet for 13 floors of park building.  

 
 

Figure 4. Seize module properties. 

Decide to drive 
up the building 

Decide to drive 
down the 
building 
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 Decide for status in the system by current number in queue equal zero condition again. Route module 
expression by Member(ParkingSet.Station, ParkSpot) and route time is every  20 seconds in any  
floors. 
 

 
Figure 5. Module of the system. 

 
Route continue to Parking Spot Stations module choose type is set of parking spot. Assign minute of process 

time in delay module and release module, route module. Station of Parking Departure from station name is 
ParkLeave. 

 

 
 
 

Figure 6. model of not choose parking spot before drive in the park building 
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2.2 Choose parking spot before drive in the park building  
 

Module in the condition be same of not choose but have decide module of drive in assign percent of any floor 
at the first floor. From data collection show that the first three floor of park building have more priority 10 % Decide 
assigned and same percent of  10 to 12 floors because junction gate to classroom.  
 

 
 

Figure 7. Assign percent in Decide module of the system. 
 
 
Percent of choose way to park of drive down from the top is same not choose parking. 
 

 
 

Figure 8. model of not choose parking spot before drive in the park building 
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3. Parking methodology in the park building 
 

Circumstance of energy cost by park at lower parking spot before any parking spot. 
 
3.1 Model condition 
 

Assign condition of the seize module is preferred order. 
 

 
Figure 9. Assign selection rule of seize module. 

  
3.2 Applied parking with card selection 
 

From energy conservation be assigned card selection to give driver before drive up to the park building by 
difference color and size card in any floor. At gate in security give largest of selection card with driver to park at 
lower parking spot before any parking spot.  
 

 
Figure 10. Difference Size and Color Card selection  for 13 floors 
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After car left out of building return selection 

card and security will choose large size for next car 
drive in and color assign for parallel control. 
 
4. Experimentation 
 

4.1 Model condition 
 
Table 2. Parking in 3 hours 

Number of Car Time (am.) Choose Not choose 
9:00 44 37 

10:00 36 27 
11:00 35 26 
Total 115 90 

 
Table 3. Space utilization of parking at 9 am. 

Number of Car Space utilization (%) 
Floor no. 

Choose Not 
choose Choose Not 

choose 
1A , 1B 7 37 18 95 
2A , 2B 4 0 10 0 
3A , 3B 7 0 18 0 
4A , 4B 4 0 10 0 
5A , 5B 7 0 18 0 
6A , 6B 11 0 30 0 
 7A 4 0 18 0 
Total/Avg. 44 37 18 95 
 
Table 4. Space utilization of parking at 10 am. 

Number of Car Space utilization (%) 
Floor no. 

Choose Not 
choose Choose Not 

choose 
1A , 1B 17 39 44 100 
2A , 2B 8 25 20 63 
3A , 3B 13 0 33 0 
4A , 4B 6 0 15 0 
5A , 5B 13 0 33 0 
6A , 6B 18 0 49 0 
 7A 5 0 23 0 
Total/Avg. 80 64 31 82 

 
 
 
Table 5. Space utilization of parking at 11 am. 

Number of Car Space utilization (%) 
Floor no. 

Choose Not 
choose Choose Not 

choose 
1A , 1B 23 39 59 100 
2A , 2B 16 39 40 98 
3A , 3B 14 12 35 30 
4A , 4B 8 0 20 0 
5A , 5B 21 0 23 0 
6A , 6B 26 0 70 0 
 7A 7 0 32 0 

Total 115 90 40 76 
 

4.2 Applied parking with card selection 
 
Table 6. Parking in 3 hours 

Number of Car Time (am.) No card Card 
9:00 61 65 

10:00 69 75 
11:00 58 55 
Total 188 195 

 
Table 7. Space utilization of parking at 9 am. 

Number of Car Space utilization (%) Floor no. 
No card Card No card Card 

1A , 1B 48 52 92 100 
2A , 2B 13 13 25 25 
3A , 3B 0 0 0 0 
4A , 4B 0 0 0 0 
5A , 5B 0 0 0 0 
6A , 6B 0 0 0 0 
 7A 0 0 0 0 
Total/Avg. 61 65 59 63 
 
Table 8. Space utilization of parking at 10 am. 

Number of Car Space utilization (%) Floor no. 
No card Card No card Card 

1A , 1B 50 52 96 100 
2A , 2B 49 52 94 100 
3A , 3B 31 36 59 69 
4A , 4B 0 0 0 0 
5A , 5B 0 0 0 0 
6A , 6B 0 0 0 0 
 7A 0 0 0 0 
Total/Avg. 130 140 83 90 

 
Table 9. Space utilization of parking at 11 am. 

Number of Car Space utilization (%) Floor no. 
No card Card No card Card 

1A , 1B 51 52 98 100 
2A , 2B 48 52 92 100 
3A , 3B 50 52 96 100 
4A , 4B 39 39 73 75 
5A , 5B 1 0 2 0 
6A , 6B 0 0 0 0 
 7A 0 0 0 0 
Total/Avg. 188 195 72 94 
 
5. Conclusions and Recommendation 
 
 The simulation resulted of Space Utilization less 
than real time but not difference in methodology can 
check activity happened in the park building.  And 
trend of happening in the park building are same. 
From the distribution show that in the below of the 
car building is Uniform distribution as all people park 
all day or these is person of university maybe prepare 
park spot suited number of these distribution. 
Interarrival time distribution of cars drive in the 
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university created in the model of park building, it 
can support all cars for 1 hour. No choose park spot 
construction condition same like Selection Card that 
implement with real circumstantial This paper set for 
3 hours in the morning because this interval time is 
more traffic. Any interval will be slowly to increate 
and decrease. From animation show that park spread 
all 13 floors when set condition as choose parking 
spot before drive in the park building. If use another 
condition in three hours morning will use security to 
manage 3 to 4 persons but another one every one 
works same time all day. 
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Abstract: The aim of this study was to investigate the effect of preliminary test for normality before 
using process capability indices (PCIs) estimators when the investigator was uncertain that the process 
followed a normal distribution. Monte Carlo simulation with 1,000 runs under normal, lognormal and 
Weibull distribution was conducted to investigate the PCIs estimators. The study applied Shapiro-Wilk 
method as the preliminary test for normality. Besides the general method, the unbiased method and the 
first four moments method are applied for determining PCIs estimators. In case of normal distributed 
process, the results showed that PCIs estimators were similarly in every method and sample size. For 
the non-normal distributed process, the non-preliminary test for normality which using the first four 
moments method gave the best result when sample sizes of 10 and 30. However, the sample sizes of 
50, 100 and 150 indicated that the  preliminary and non-preliminary test for normality which using the 
first four moments method gave nearly the same results, but these both methods were better than the 
assumed normal methods. 
 
Key words: Test for normality , Shapiro-Wilk’s test , Process Capability Indices 

 
INTRODUCTION 

 
 Process capability analysis is the statistical 

techniques for measuring inherent variation of the 
production process and analysis process variation under 
the product requirement or specification. The process 
capability indices (PCIs) are the tool for comparing the 
specification with the actual performance of a 
manufacturing process. The most common indices such 
as potential capability index (Cp) and actual capability 
index (Cpk) are usually under the assumption that the 
process follows a normal distribution.  

Unfortunately, many data from practical processes 
are not normally distributed. Several authors develop 
PCIs under non-normality[1,2,3]. Tang and Than[4] 
compared PCIs estimator of non-normal data and 
indicated that the transformation methods, Box-Cox 
transformation and Johnson transformation, are superior 
to the other method. However, the transformation 
methods are difficult in calculating and translating 
result. Ding[5] suggested a method to estimate the 
process capability index for non-normal data from its 
first four moments, namely mean, standard deviation, 
skewness and kurtosis. The first four moments method 
is compared with some other existing methods 
following the approach of Tang and Than[4]. This 
method gives more accurate, less sensitivity to sample 
size and not depend on normality or non-normality of 
the process. 

In practice, the process distribution is not easy to 
define. When the investigator is uncertain that the 
process followed a normal or non-normal distribution,  

a test of normality may be used. Han [6] studied the 
effect of the preliminary test for normality on PCIs 
estimators when the process follows a normal 
distribution and found that the biases and MSEs 
decreased when the level of significance of the 
preliminary test was increased.  

In this study, the effects of pretest-normality on 
PCIs estimators when the process follows normal and 
non-normal distributions are investigated. Next section, 
methods for estimating PCIs based on normal and non-
normal distributed processes are provided. Monte Carlo 
simulation section gives the details of simulation.  
 

METHODOLOGY 
 
PCIs AND THEIR ESTIMATORS  

PCIs are used to compare the specification 
tolerance range with the actual production tolerance 
range. The most common indices Cp and Cpk are 
defined by 

     
widthprocess

widthionspecificat
Cp =      =   

σ
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6
LSLUSL  
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where USL and LSL are the upper and lower 
specification limits of the process, μ is the process 
mean and σ is the process standard deviation. 
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Under the assumption that the process follows a 
normal distribution and the process mean is at the 
midpoint (m) of USL and LSL, m = (USL+LSL)/2, Cp 
and Cpk equal to 1. It implies that 99.73% of data fall 
within the specification or about 0.27% of data out of 
the specification. In general, sample data will be 
collected from the process. The process mean (μ) and 
standard deviation (σ) are usually unknown, so the 
estimator of μ and σ are used. 

Let X1, X2, …, Xn  be the random sample with 
sample size n. The estimator of μ and σ are: 
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Thus, the natural estimators to estimate the indices 

Cp and Cpk are defined by 
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These equations are called “general PCIs 
estimators” 

However, Pearn[7] showed that pĈ  is the biased 

estimator and Pearn[8] showed that pkĈ  is the biased 
estimator. The correction faction is 
  

 [ ]
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so, the unbiased estimators to estimate the indices 
Cp and Cpk are defined by 
       pĈbpC~ 1n−=    

     puĈbpuC~ 1n−=    , plĈbplC~ 1n−=      (3) 

     ]plC~,puC~min[pkC~ =    
    
THE FIRST FOUR MOMENTS METHOD 
 

The first four moments method is a method to 
estimate the process capability index for a set of non-
normal data from its first four moments. Ding[5] uses 
ten order of Chebyshev-Hermite polynomials from first 
four moments of data such as mean, standard deviation, 
skewness and kurtosis to develop PCIs estimators. 

If a set of data from a process follows a normal 
distribution with zero mean, Cp equal to 1. It implies 

that 99.73% of data fall within ±3σ range. However, if 
a set of data from a process is not satisfied normal 
distribution, numbers of data fall within specification 
should not be valid for 99.73%. 

So, the effective range, Er, is defined such that a 
pre-determined percentage of data falls within  ±Er. If 
99.73% of data are within the effective range, PCI and 
Er will be defined by 
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where the plus sign is used when both μ and γ1 

have the same sign, otherwise the minus sign is used, μ 
is the mean, σ is standard deviation, γ1 and γ2 are 
skewness and kurtosis respectively. 

To estimate the PCI from the first four moments 
method, μ is replaced with X , σ is replaced with S, γ1 
and γ2  are  replaced with 1γ̂ and 2γ̂   where 
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MONTE CARLO SIMULATION 
 

In practice, mean, standard deviation and the 
distribution of the process are usually unknown. The 
simulation is the best way to investigate the effect of 
pretest-normality before using PCIs estimators. 

The assumption still hold that the process mean is 
at the midpoint of USL and LSL. The simulation study 
is conducted to generate simulation data from normal, 
lognormal and Weibull distribution where sample size  
n = 10, 30, 50, 100 and 150 and with target Cpu values 
of 1, 1.5 and 1.667. Under normal distributed process, 
the fraction of non-conforming (FNC; ppm.) is 
computed by using 

FNC = 1-Φ(3Cpu) 
For normal(0,1), when target value of Cpu = 1, it 

implies that USL = 3 and FNC will be 1349.667 ppm. If 
target value of Cpu = 1.5, it implies that USL = 4.5 and 
FNC  will  be  3.401 ppm.  When  target  value  of    
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Cpu = 1.667,  it implies that USL =5 and FNC will be 
0.287 ppm. 

For non-normal distributed process, Tang and Than[4] 
gave the USL value for lognormal and Weibull 
distributions with the same fraction non-conforming. The 
USL values for lognormal and Weibull distributions that 
used in calculation are shown in Table 1. 

 

Table 1: USL values for lognormal and Weibull distribution used in 
              calculation 

Target Cpu 
USL for 1 

FNC=1349.667 ppm. 
1.5 

FNC=3.401ppm. 
1.667 

FNC=0.287ppm. 

Lognormal(0,0.3) 5.175 11.7606 15.4021 
Lognormal(0,0.5) 8.3421 24.0947 34.1217 

Weibull(1,1) 6.6077 12.5915 15.6635 
Weibull(2,1) 2.5705 3.5485 3.8812 

 

In each simulation, Cpu estimators are calculated for 
five cases to study the effect of pretest-normality on 
estimating PCIs. The first three cases are non-preliminary 
test for normality and last two cases are pretest-normality 
by using Shapiro-Wilk test with α = 0.05 under null 
hypothesis, Ho: the process follows a normal distribution.  
The five cases are specified as follows: 
Case I : Non-preliminary test for normality and 
assumed normal distributed process 

Cpu  estimators are calculated  by  general  method  
(equation (2)) 

Case II : Non-preliminary test for normality and 
assumed normal distributed process 

Cpu estimators are calculated by unbiased method 
(equation (3)) 

Case III : Non-preliminary test for normality and do not 
consider distributed process 

Cpu estimators are calculated by the first four 
moments method (equation (4)) 

Case IV : Preliminary test for normality  
If the test rejects the null hypothesis, Cpu 

estimators will be calculated by the first four moments 
method (equation (4)).  

Else general method (equation (2)) will be used. 
Case V : Preliminary test for normality  

If the test rejects the null hypothesis, Cpu 
estimators will be calculated by the first four moments 
method (equation (4)).  

Else unbiased method (equation (3)) will be used. 
 

For each of the different distribution and sample 
size, Monte Carlo simulation is conducted 1,000 times  
to obtain the average of Cpu estimators under  the five 
cases above. The result is shown in the next section.  

 

SIMULATION RESULTS  
 
 

The simulation results from investigation for 
normal, lognormal and Weibull distribution with target 
Cpu = 1 are shown in Fig. 1. Results for target Cpu = 
1.5 and 1.667 are not shown because patterns of these 
results are similarly,  but  Cpu  estimators  for  target 
Cpu = 1 are closed to the target value. 
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Cpu for Weibull(2,1) with target Cpu=1
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Cpu for Weibull(1,1) with target Cpu=1
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Fig. 1: The average Cpu for normal and non-normal  
            distributed processes. 
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For normal distribution, non-preliminary test for 
normality and using unbiased method (case II) is the 
best for every sample size. However, every case is 
nearly the same result. 

For non-normal distribution, lognormal and 
Weibull distribution, non-preliminary test for normality 
with using the first four moments method (case III) is 
the best for sample size of 10 and 30. However, when 
the sample sizes are 50, 100 and 150, preliminary test 
(case IV and case V) and non-preliminary test for 
normality with using the first four moments method 
(case III) are nearly the same result. Moreover, the last 
three cases are better than case I and case II (assumed 
normal distribution) for every sample size. 

 
 
 

     
 

     
 

     
 
 

 
 

To obtain the mean square errors(MSEs) and biases 
of the Cpu estimators, let jpuC

)
 be the estimator of Cpu  

for jth run. The bias and MSE of the simulations are 
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The MSEs and biases of the Cpu estimators for 
normal(0,1), lognormal (0,0.3)and Weibull(1,1) when 
the sample size equal to 10, 30, 50,100 and 150 are 
shown in Fig. 2. 

 

 

 
 

 
 

 
 
 
 Fig.2 : MSEs and Biases of Cpu estimator  for normal(0,1), lognormal(0,0.3) and Weibull(1,1) distribution 
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For normal distributed process, the values of MSEs 
and biases in case III are the highest when the sample 
size is 10. It will be decreased rapidly when the sample 
size goes up to 30. However, when the sample size is 
more than 50, every case yields nearly the same result. 
All of them have flattened out. 

For non-normal distributed processes, the values of 
MSEs and biases in case I are the highest when the 
sample size is 10 and they go down quickly when the 
sample size is changed to 30. However, when the 
sample sizes are more than 50, MSEs and biases remain 
stable and show that the MSEs and biases in case I and 
case II are higher than the last three cases.   

 
CONCLUSION 

 
Pretest-normality is used to check the normality of 

process when the investigator is uncertain about process 
distribution that followed the normal assumption. 
Shapiro-Wilk test is a good test for normality. In some 
process that can not use the large sample size, non-
preliminary test for normality and the use of the first 
four moments method should be suggested.  Since the 
method is considered to be the best one. For large 
sample size, non-preliminary test for normality and the 
use of the first four moments method is  similarly to the 
preliminary test for normality. However, when the 
investigator convinces that the process distribution is 
normal or non-normal, the investigator should select the 
appropriate method, i.e. if the investigator convinces 
that the process is normally distributed, the  unbiased 
method should be applied. If the investigator convinces 
that the process is non-normally distributed, the  first 
four moments method should be applied. 
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Abstract: This paper presents a simulation modeling of elevators queuing in an academic building.  
The cause of the study is a large number of students who waste their time to wait for elevators to go to 
class.  This directly affects to a teaching-learning system.  The main objective of the study, therefore, 
is to investigate the best destination floor of each elevator in the high building.  However, it is found 
that the problem becomes more complex when there is a difference of numbers of students with 
different destination floor in specific time according to a course schedule. Thus, the simulation 
modeling of the 15-storey academic building with six elevators is developed by applying ARENA 
software.  This study introduces alternatives to reduce the waiting time and numbers of students in 
queues. Decisions will consider about waiting time, queues and distance to class. The results clearly 
reveals that the average waiting time decreases from 1.14 minutes to 0.88 minutes, and the average 
number in queues decreases from 12.11 persons to 10.13 persons.     
          
Key words: Simulation modeling and analysis, elevators simulation, waiting time, number in queues 

 
INTRODUCTION 

 
 Academic buildings of universities in a city which 
high density of population tend to be constructed as 
high buildings because of limited land and an increase 
number of students.  Therefore, elevators are generally 
used to facilitate students to go to class.  However, 
there is a limitation of elevators because they can carry 
passengers only 8-24 persons a ride.  Consequently, 
crowds of students and their waiting time increase.  As 
a result, the students are late to class, and this causes 
students to lose their lesson concentration.  Eventually, 
their learning efficiency drops.  At present Sripatum 
University, one of universities in Bangkok, Thailand 
covering approximately 24 Rai with four buildings 
higher than 12-storey has also experienced the 
mentioned problem.  In the near future, a new building 
with 15-storey will be built.  There will approximately 
be 1,500 elevator passengers during each period.  
 
 The simulation modeling of elevators queuing is, 
therefore, developed to solve this problem by figuring 
out the best destination floor.  There are a lot of 
advantages of the simulation modeling.  First, it is 
compatible with a complex system.  Next, it does not 
affect to real situations, so we can try different 
alternatives.  ARENA 8.00.01 is used to speed up this 
simulation modeling and respond to complicated needs.  
Finally, this provides a model of elevator service 
management for each semester. 
 

SIMULATION METHODS 
 

This section explains the simulation methods for 
the elevator system of the academic building as follows: 
1. Study the system and analyze input: 

• Elevator rules for the best destination floor 
• Peak hours of elevator taking 
• Performance of elevators such as speed to go 

up-down and open-close doors, along with 
maximum load  

• Amount of students in each period according 
to a class schedule 

• Amount of storey 
• Amount of elevators 
• Distance to class 
• Behaviors of the system such as numbers of 

balked students 
2. Formulate the model and check for its accuracy 
3. Test the model 
4. Introduce alternatives and process to compare the 

results 
5. Summarize 
 

EXPERIMENTATION 
 
 It is found that the elevator system of academic 
buildings in many universities is similar to each other, 
but there is a difference in details.  The 15-storey 
Building #5 with six elevators is chosen to study (In the 
elevators, the number of storey is run from 1 – 16 by 
skipping 13 because of belief). 
1. Elevators #1-2 Stop on floor 1, 6, 9, 12, and 14 
2. Elevators #3-4 Stop on floor 1, 7, 11, 14, and 16 
3. Elevator #5 Stop on floor 1, 4, 8, 11, and 16  
4. Elevator #6 Stop on every floors 
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Normally, peak time of elevator taking is around 
15 minutes before class with approximately 1,500 
passengers.  The above data is applied to investigate a 
probability to choose the right floor to stop depending 
on specific time as shown in appendix, Table 1 to 4.  In 
this study, teaching – learning is scheduled into two sets 
of time:  

• The 3-hour periods: at 8:30-11:20, 11:40-
14:30, 14:50-17:40, and 18:00-20:50 

• The 2-hour periods: at 08:30-10:20, 10:30-
12:20, 12:30-14:20, 14:30-16:20, 16:30-18:20, 
and 18:30-20:20 

Performance of elevators: 
• Time to open or close doors which distribution  

TRIA(1.74, 1.86, 1.98) seconds 
• Speed to go up-down: 2.59 m/s 
• Maximum load: 17 persons or 1,150 kg 

Passenger behaviors 
• Time of walk into or out from elevators which 

distribution TRIA(1.74, 1.86, 1.98) seconds 
per person 

• Queue balking:  two students once; they leave 
the longest queue to be in a queue that 
elevators have just gone up from the first floor. 

Limitations of the study 
• Consider only queues to six elevators on the 

first floor.  It is understood that students take a 
ride with a shortest queue. 

• Do not consider students from other floors to 
the first floor. 

• This simulation is developed based on data of 
this current academic year only, but this can be 
modified for the next semester 

• This article emphasizes on 10-storey buildings 
and the higher 

• Students not walk exceed 2 floors. Average 
distance to class about 16 m and 32 m for 1 
floor and 2 floors. 

 
According to Figure 1, it shows that students who 

study in different time in Building #5 choose to queue 
in the shortest queue to take elevators.  After they reach 
to the destination floor or the nearest, they leave them.  
Figure 2 shows a modeling that students approach the 
system including details to destination floors according 
to the probability in Table 3.   After students have 
known their conditions, they will choose the shortest 
queue. The elevator will take these students to the floor 
due to their conditions with time weight on the numbers 
of student who stops each floor. After the complete 
computing, the averages of waiting time and amounts 

of students in queue as appeared in Table 4 are used to 
analyze for a good alternative. 

RESULTS 
 

 From the results, there are three alternatives of the 
improving models to set the destination floors of the 
elevators to reduce numbers of queues and waiting 
time.  However, elevator #6 still runs as usual since it is 
used in a case of emergency. 
 Alternative #1, the destination floor is considered 
based on numbers of students in each floor.  The 
elevators #1-4 stop only on floor 1, 6, 9, 12, and 15 
while the elevator #5 stops only on floor 1, 4, 7, 10, and 
14. The service assumptions of elevators number 1-4 in 
this alternative as following: 

• Stopping on 6th floor services for floor 5, 6, 
and 7. 

• Stopping on 9th floor services for 8, 9, and 10. 
• Stopping on 12th floor services for 11, 12, and 

14. 
• Stopping on 15th floor services for 15 and 16 
And the other is 
• Stopping on 4th floor services for floor 3, 4, 

and 5. 
• Stopping on 7th floor services for 6, 7, and 8.. 
• Stopping on 10th floor services for 9, 10, and 

11. 
• Stopping on 14th floor services for 12, 14, and 

16 
 

 Alternative #2, the destination floor is considered 
as equal distribution.  All elevators #1-5 stop on floor 1, 
6, 9, 12, and 15. The service assumptions of elevators 
number 1-5 in this alternative as following: 

• Stopping on 6th floor services for floor 5, 6, 
and 7. 

• Stopping on 9th floor services for 8, 9, and 10. 
• Stopping on 12th floor services for 11, 12, and 

14. 
• Stopping on 15th floor services for 15 and 16 

 
 Alternative #3, the destination floor is considered 
based on the least number of elevator stop on specific 
floors, so the elevators can go back to the first floor to 
serve passengers faster.  Thus, all five elevators stop on 
floor 1, 6, 10, and 14.  However, passengers have to 
walk longer to class. The service assumptions of 
elevators number 1-5 in this alternative as following: 

• Stopping on 6th floor services for floor 4, 5, 6, 
and 7. 
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• Stopping on 10th floor services for 8, 9, 10, and 
11. 

• Stopping on 14th floor services for 12, 14, 15, 
and 16. 

 
After processing according to three alternatives, the 

results are shown in Table 5. Table 5 clearly reveals that 
all three alternatives provide more efficiency than the 
existing system. The waiting time and the number of 
students in queue decrease. In this case, alternative #3 
seems to be the best solution because it provides the 
shortest waiting time and the least number of students 
in queue.  Alternative #1 also reduces waiting time and 
numbers of students in queue as nearly well as 
alternative #3.  However, it is found that students 
following alternative #3 have to walk to class longest, 
and this causes them tired and to lose concentration in 
class 

Referring to overall advantages, alternative #1 
provides more efficiency than alternative #3.  This 
decline numbers of students in queue with shortest 
walking distance to class. 
 

CONCLUSION AND FURTHER WORK 
 

 The simulation modeling is one kind of problem 
solving, especially to a complicated problem affecting 
the elevator system in the academic building.  This 
system is very complex and dynamic in every semester.  
Referring to the findings, the first alternative is an 
appropriate one, but it is not the best alternative due to 
passenger behaviors. However, the simulation modeling 
can be applied further. 
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Table1: Numbers of students in the 3-hour periods 
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Table 2: Numbers of students in the 2-hour periods 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 3: A probability to choose the right floor to stop (on Monday) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 4 The simulation results 
Performance Measures Results 

Average waiting time 1.14 mins 
Average number of students in queue 12.11 persons 

 
 

Table 5: Elevators performance from three alternatives 
Performance measures Alternative#1 Alternative#2 Alternative#3 

Average waiting time 0.88 min 0.94 min 0.85 min 
Average number of students in queue 10.13 

persons 
10.32 

persons 
10.57 

persons 
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Figure 1: Overview of the simulation modeling 
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Figure 2 Rules of the system approach and students’ destination floor
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Abstract: This paper applies the simulation technique to compare the outcome of different 
replenishment and inventory strategies upon uncertain demand and lead time, at different levels of 
safety stocks and holding costs. The order quantity varies with different strategies so that the 
frequencies of replenishment in different strategies are approximately equal to that assigned by the 
main distributor. The strategy which keeps a relatively low safety stock but allows joint 
replenishment from an alternative supplier if the stock is depleted, is shown to be optimal in terms of 
the total expected inventory cost with the assumption that the profit reduction and average delivery 
cost are relatively small. 

Keywords: Inventory system, uncertain demand, joint replenishment. 
 

 

Introduction 

A supply chain is a network of facilities that 
perform a series of activities: procuring raw material, 
transformation of raw material into products or 
services, stocking finished goods and distributing 
products to customers [1]. Inventory control plays an 
important role in supply chain management because it 
can increase profitability through improved inventory 
management, predict the impact of policies on 
inventory levels and minimize the total cost of logistics 
activities which meets the customer service 
requirements [2]. Moreover, the efficiency and 
efficacy of inventory planning can also decrease the 
total cost of logistics. Thus, the efficiency in inventory 
management is essential. 

Inventory control is a common problem to all 
organizations such as hospitals, wholesalers, retailers, 
manufactures, warehouses and so on. Inventory is also 
relevant to the household unit in food, clothing, 
medicines, and so forth [3]. Due to uncertainties from 
many factors (e.g. customer's demand, lead times, 
economic situations and so on), it is essential to 
implement appropriate inventory control. Efficient 
operations in inventory management will prevent a 
stock out or shortage or an excess of raw materials. 
These events may lead to increased expenses for 
holding cost in case of excessive inventories, or to 
disturbance of normal operations in case of inventory 
shortage and also to reduction of the profit. 

In this paper, simulation technique is applied 
to compare the outcome of 2 different inventory 
policies, based on real word practices upon uncertain 
demand and lead time. In the first strtegy, the safety 
stock is set at a fixed high level while the holding cost  

is relatively low, and joint replenishment from an 
alternative supplier is not allowed. In comparison, the 
other strategy, often found to be practiced by small 
retailer stores, allows the use of an alternative supplier 
when the uncertain demand depletes the stock before 
stock replenishment from the main supplier can be 
accomplished upon uncertain lead time. The total costs 
of the two policies are compared for different safety 
stock levels and holding costs. 
 
Inventory Strategies for Practical Control 

In practical situations, many factors cannot be 
controlled. Even if we know that certain conditions 
will lead us to the minimum operation cost, such 
conditions may not be attainable since in real business 
dealings we are restricted to operate under pre-
assigned conditions which cannot be changed at will. 
For example, the frequency of replenishment may not 
be entirely up to the store’s owner but the main 
supplier of the ordered item. In such a situation, the 
order amount is also not entirely under our control. For 
example, if it is required that we should re-order no 
often than once a month, then the amount of order 
could be perhaps the average demand or maximum 
demand times the lead time plus 30 days. A retailer 
operating under such restrictions may adopt one of the 
following strategies. 

 

Strategy I:The store may keep the safety stock 1( )ss  
at the level 

1ss =  maximum daily demand ×  lead time 

Once the demand renders the inventory level (i) to fall  
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below 1ss , then the item is ordered from the main 
supplier, so that the next order should be 
approximately T days ahead, at the amount O: 

1( )= − +O ss i  average daily demand × T  

where the average demand is found from the actual 
number of tires sold during the past T days. If the daily 
demand depletes the stock then replenishment from an 
alternate supplier is not allowed, and the shortage cost 

sc  is incurred. The total inventory cost tC  is then the 
total sum of delivery cost, holding cost, shortage cost, 
and unsold product cost. 
 

Strategy II: The store may choose not to keep a 
safety stock 2( 0)=ss  and re-order every T days, 
whether the stock is depleted or not, at the amount 

( leadtime)= + ×O T  average daily demand 

As in Strategy I, if the stock is depleted before T days 
have past, replenishment from an alternative supplier is 
not allowed, sale opportunity is lost, and the shortage 
cost sc  in incurred. tC  is then the total sum of delivery 
cost, holding cost, shortage cost, and unsold product 
cost. 
 

Strategy III: Again, stock replenishment is done 
from the main supplier every T days and no safety 
stock is kept 3( 0)=ss . The order amount is 

( leadtime)= + ×O T  average daily demand 

However, if the stock is depleted when there is a 
demand then the item is acquired from a neighboring 
store (alternative supplier) at a higher cost. Therefore a 
profit reduction pr  is incurred. tC  in this case is then 

the total sum of delivery cost, holding cost, pr , and 
unsold product cost. 

 

Strategy IV: The safety stock is set at some 
appropriate level 4ss . Once the inventory falls below 

4ss , then the item is ordered from the main supplier as 

1( )= − +O ss i  average daily demand × T 

so that the stock should last approximately T days 
before a re-order is necessary. However, since the 
order amount O does not take into account the lead 
time, the stock may run out before replenishment from 
the main supplier is delivered. The item is then 
acquired from a neighboring store (alternate supplier) 
at the amount equal to the demand to satisfy the 
customer but a profit reduction pr  is incurred. tC  is 

then the total sum of delivery cost, holding cost, pr , 
and unsold product cost. 

 

Simulation Results and Discussion 

 

We carried out Monte Carlo simulations on a case 
study of an automobile tire store. Real data on 
customer daily demand of a particular brand of tires 
have been obtained from the store’s registry over the 6 
months from January to June of the year 2008. From 
the number of automobile tires sold during these 
months, we found the average demand to be 3 tires per 
day. This is then the initial input value for the average 
daily demand to start the simulations. The average 
daily demand is then updated each time there is an 
order by using the demand up to the time of the order. 

The computer code for this simulation 
program may be found on 
www.sc.mahidol.ac.th/scma/faculty/Lenbury_Y.html. 
The values used in the simulations are delivery cost 

500=  baht for each delivery, 127.6675=sc  baht per 

unit, 30=T  days, 39.8=pr  baht per unit, unit cost 

1,850=uC  baht. 

The daily demand is randomized based on the 
probability distribution computed from the real data of 
tires sold by the store during the above mentioned 
period. The lead time, on the other hand, was first set 
equal to 3 days. The simulation result is shown in 
Figures 1 and 2. Then, the lead time is taken to be 
uncertain, ranging 2-5 days and assumed to have a 
normal probability distribution. The simulation result 
upon uncertain demand and lead time is shown in 
Figures 3 and 4. 
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Figure 1: Total cost tC  of Strategy IV, Ct4, compared to those of Strategies I-III, Ct1-Ct3 respectively, for different 

    holding costs per unit, and different 4ss , upon uncertain demand but constant lead time 3=  days. 
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Figure 2: Cost per unit of Strategy IV, C4, compared to those of Strategies I-III, C1-C3, respectively, for different 

       holding costs per unit, and different 4ss , upon uncertain demand but constant lead time 3=  days. 
 

In all Figures, Strategy I uses safety stock 60=  units, 
while 4ss  in Strategy IV is varied from 1 to 60. 

Figures 1 and 2 show tC  against 4ss , while Figures 2 
and 4 show the total cost per unit. On considering 
Figures 1 and 2, we see that Strategy IV proves to 
incur the least cost when compared to the other 3 

strategies for all 4ss , whether the holding cost is 10, 
20, or 30 baht per unit. However, Strategies I and III 
work better at a holding cost of 20 baht per unit, 
compared to Strategy IV, than at the holding cost of 
10 or 30 baht per unit. 
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Figure 3: Total cost tC  of Strategy IV, Ct4, compared to those of Strategies I-III, Ct1-Ct3 respectively, for different 

                 holding costs per unit, and different 4ss , upon uncertain demand and uncertain lead time. 
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Figure 4: Cost per unit of Strategy IV, C4, compared to those of Strategies I-III, C1-C3 respectively, for different  
                       holding costs per unit, and different 4ss , upon uncertain demand and uncertain lead time. 
 

If we consider Figures 3 and 4, however, 
where the simulations have been done with uncertain 
lead time as well as demand, we clearly see the 
advantage that Strategy IV has over Strategy III 
decreases monotonically as the holding cost per unit 
increases. The advantage that Strategy IV has over 
Strategy I (Figure 3 a) and 4 a)) does not appear to 
depend on the holding cost, at least in this range of 
relatively low holding costs under consideration. The 
advantage decreases as 4ss  increases to 60 since 

C4T/CT1 and C4/C1 both tend to 1 as 4 60,→ss  
which is to be expected since Strategy I keeps a 
constant safety stock of 60 units. However, Strategies 
II and III are worst off than Strategy I, in the range of 
unit holding cost under consideration. 
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Conclusion 
 

It has been shown by a simulation technique 
that an inventory policy that allows joint 
replenishment from a main supplier and an 
alternative secondary supplier when inventory falls 
below a safety stock level, which could be quite low, 
can be the better choice for inventory control, 
provided that the profit reduction is low relative to 
the shortage cost. Further simulations may be carried 
out to investigate the effect of variations in the 
delivery cost, profit reduction, or shortage cost, in 
order to select the optimal policy which 
accommodated the conditions or constraints imposed 
by the market environment or business partners in 
practical situations. 
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Abstract: This paper deals with the problem of sequencing products for a mixed-model assembly line 
in just-in-time production systems. From the standpoint of the supply chain management, we propose a 
new sequencing method that considers not only (1) keeping a constant rate of production of every part 
in preceding processes and (2) minimizing the maximal work congestion in the assembly line, but also 
(3) keeping the due date of delivery time to the dealers when the final products are delivered by the car 
carrier vehicles. In order to simultaneously satisfy these three goals, we introduce a two-stage 
approach. At first, by dividing the production period into some shorter periods, we determine the 
production volume of each product for each divided period in order to keep a constant rate of parts 
usage and the due date of delivery time. Next, we determine the production schedule of each divided 
period that realizes the smoothed production in the assembly line. Finally, we will show a numerical 
example to explain and clarify the effectiveness of the sequencing procedure proposed. 
 
Key words: Mixed-model assembly line, Sequencing problem, Smoothed production, Delivery time  

 
INTRODUCTION 

 
 When we determine the sequence of the mixed-
model assembly line, we usually considere the 
following two goals: (1) Leveling the load (total 
assembly time) on each process within the line. (2) 
Keeping a constant speed in consuming each part on the 
line. Concerning goal one, we determine the sequence 
that minimizes the maximum work congestion[1,2,3]. 
Concerning goal two, we determine the sequence that 
the quantity used per hour (i.e. consumption speed) for 
each part in the mixed-model assembly line must be 
kept as constant as possible[4,5,6]. Also, some papers 
consider these two goals simultaneously[7,8,9]. In this 
paper, from the standpoint of the supply chain 
management, we propose a new sequencing method 
that considers not only the traditional two goals 
mentioned above, but also the third goal, i.e., 
shortening the delivery time to the dealer when the final 
products are delivered by the car carrier vehicles. In 
order to simultaneously satisfy these three goals, we 
introduce a two-stage approach. At first, by dividing the 
production period into some shorter one, we determine 
the production volume of each product for each divided 
period in order to keep a constant rate of parts usage 
and the due date of  delivery time in stage-one. Next, 
we determine the production schedule of each 
dividedperiod that realizes the smoothed production in 
the assembly line in stage-two. We also show a 
numerical example to explain and clarify the 
effectiveness of the sequencing  procedure proposed. 

 
ASSMPTIONS AND NOTATION 

 
Assumptions 
 
 In this paper, we assume the following conditions. 
(1) The conveyer speed is constant, that is, the cycle 

time of the conveyer line is fixed.  
(2) Line balancing of the conveyer line is being 

performed appropriately.  
(3) Parts withdrawals are performed at fixed interval. 
(4) Final products are delivered to the dealers by the car  

 carrier vehicles.   
(5) The due date of delivery time to the dealer is pre-

determined, that is, the starting time of each car 
carrier vehicle is given. 

 
Notation 
 
Let us define notation as follows;  
m : the number of product types. },,1{ mI Λ=  
n  : the number of part types. },,1{ nJ Λ=  

id : total production quantity of product i . 

ija : necessary quantity of part j to be utilized for  

producing product i . 

jn : total necessary quantity of part j  to be consumed 
for producing all products. 
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∑
∈

=
Ii

iijj dan *    )( Jj∈  

p  : total production quantity of all products. 

∑
∈

=
Ii

idp   

},,1{ pK Λ=  
k : position of a unit in the sequence. 

jr : average necessary quantity of part j  per unit 
       product. 

)(/ Jjpnr jj ∈= � � �@ @ @  

jkZ  : it takes one when j  is withdrawal in position 

k  , otherwise it takes zero. 
Q : the set of k that one or more types of part are 
      withdrawn in position k . 

)};(1|{ KkJjZkQ jk ∈∈== � �@ @   

Qq =  

We divide the production period into k  shorter period. 
'Q  : ordered set of Q . 

ikX : cumulative production volume of product i    

          sequenced from position one to  Qk ∈ . 

 jkY : total volume of part j  required to assemble  the 

          products sequenced from position one  to Qk ∈ . 

kM : the set of  part j  withdrawn in position k . 

)}(1|{ JjZjM jkk ∈== � �@ @     )( Qk ∈  

kV  : the set of car carrier vehicles that has to start when  

         the products sequenced from position one to k are 
         loaded. 

hikv  : the number of product i to be carried by the 

           vehicle kVh∈ . 

iks : the number of product i  to be sequenced before 

        the product positioned k  is possible to carry. 
);( QkIivs

kVh
hikik ∈∈= ∑

∈

 

 
FORMULATION 

 
We propose a sequencing method so called two- 

stage approach.  
 
Stage-one 
 

In stage-one, we will attempt to determine the 
production volume of each product in each divided 
period in order to keep both a constant rate of parts 
usage and the due date of  delivery time to the dealers 

by solving a mathematical programming problem.  We 
have following constraints. 
 

),,;( ''
' qkQkkIiXX ikik ≠∈∈≤               (1) 

Where, 'k  is the next element of  k  in the ordered set 
'Q . 

 
)( IidX iip ∈=      (2) 

 
)( QkkX

Ii
ik ∈=∑

∈

    (3) 

);(*
,,1

QkMjXaY k
Ii

ikijjk ∈∈= ∑
= Λ

  (4) 

);(*)1( QkIisX ikkik ∈∈−≥ α    (5) 

Where, kα  is a parameter that satisfies  01 ≥≥ kα . 
 

);;(, QkJjIiYX jkik ∈∈∈ �  
non-negative integer                 
(6) 

 
       Constraint (1) ensures that it is not possible that the 
cumulative production volume of product i  in the 
withdrawal position k  is less than the one just after 
position 'k . Constraint (2) ensures that the cumulative  
production volume of product i  in the last position is 
equal to the total production quantity of product i  to be 
assembled. Constraint (3) ensures that exactly k  
products are scheduled from position one to k . 
Constraint (4) calculates the total volume of part j  
required to assemble the products sequenced from 
position one to k  utilizing the bill of materials. 
Constraint (5) ensures that the car carrier vehicles keep 
the predetermined starting time.  
 Under these constraints, we consider to minimize 
the objective function (7) which implies the sum of the 
absolute value of the difference between the average 
nessesary quantity and the withdrawal quantity of all 
parts in each withdrawal position. 
 
 
 

∑∑
∈ ∈

−=
Qk Vj

jkj
k

Yrkf *1

 

             
          (7) 

 As the function (7) is non-linear, let us introduce 
the following two variables in order to transform the 
objective function (7) into the linear function. 
 

)}*(*{*)2/1( jkjjkjjk YrkYrkb −+−=+   
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)}*(*{*)2/1( jkjjkjjk YrkYrkb −−−=−   

 
Then, we can transform (7) into the following 

linear function (8) under the additional constraint (9). 
 

∑∑
∈ ∈

−+ −=
Qk Vj

jkjk
k

bbf )('
1

  

               
(8) 

 

jjkjkjk rkbbY *=−+ −+

    (9) 
 
        We call the mathematical programming problem 
that minimizes the objective function (8) under the 
constraints (1)-(6) and (9) stage-one. 
 
Stage-two 
 

After solving stage-one, we determine the 
production schedule that realizes the smoothed 
production in the assembly line for each divided period 
in stage-two. There are many studies with respect to 
this subject. In this paper, we utilize the cycle launching 
system by reciprocal ratio[10]  because of  its simplicity. 
 

NUMERICAL EXAMPLE 
 

Let us introduce a numerical example.  We utilize 
the Mathematical Program Software Xpress-MP for the 
calculation in stage-one. 
 
Input Data 
 
(1) The number of product types:   m=4. 
(2) The number of part types:   n=6. 
(3) Production quantity of products: id  

  301 =d , 402 =d , 303 =d , 204 =d , 

(4) Necessary quantity of parts (Bill of materials): ija  
 
 

Table 1: Bill of materials 
i 

j 
(30) 

1 
(40) 

2 
(30) 

3 
(20) 

4 
 

nj 
1 1 0 1 3 120 
2 0 1 1 1 90 
3 1 2 1 0 140 
4 1 3 2 1 230 
5 2 1 0 1 120 
6 2 1 1 3 190 

 (5) Total necessary quantity of parts: jn  

We show the total necessary quantity of part j in  
      right hand column of Table 1. 

(6) Total production quantity of all products: 120=p   

(7) Average necessary quantity of parts:  jr  

  11 =r , 75.02 =r , 6/73 =r , 12/234 =r ,    

  15 =r , 12/196 =r  
(8) The set of position that one or more types of part are 
      withdrawn: }120,80,60,40{=Q  
(9) The set of  parts withdrawn in position Qk ∈ :  

}2,1{40 =M , }5,4,3{60 =M , }2,1{80 =M , 

}6,5,4,3,2,1{120 =M  
(10) The set of car carrier vehicles that has to start  
         before the products sequenced from position one  
          to Qk ∈  are loaded: kV  

}8,7,6,5,4,3,2,1{40 =V , 

}12,11,10,9,8,7,6,5,4,3,2,1{60 =V , 

}16,15,14,13,12,11,10,9,8,7,6,5,4,3,2,1{80 =V , 

}24,23,22,21,20,19,18,17
,16,15,14,13,12,11,10,9,8,7,6,5,4,3,2,1{120 =V

 

(11) The number of products  to be carried by the car  
        carrier vehicles: hikv  

Table 2: The number of products  to be carried 
position       

  Vehicle no. 
Product type 

1 2 3 4 5 6 

1 1 2 3 0 0 2 

2 1 0 1 1 1 2 

3 2 0 1 2 1 0 
4 1 3 0 2 3 1 

(continue) 
position  40    60 

  Vehicle no. 
Product type 

7 8 9 10 11 12 

1 1 3 1 2 3 0 
2 1 0 1 0 1 2 
3 1 1 2 2 1 3 
4 2 1 1 1 0 0 

(continue) 
position    80   

  Vehicle no. 
Product type 

13 14 15 16 17 18 

1 0 2 1 3 1 1 
2 3 2 2 0 2 2 
3 1 0 2 1 2 2 
4 1 1 0 1 0 0 

 
 (continue) 

position      120 
  Vehicle no. 

Product type 
19 20 21 22 23 24 

1 1 0 0 1 1 1 
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2 3 3 2 4 3 3 
3 1 2 1 0 1 1 
4 0 0 2 0 0 0 

 
(12) The number of product i  to be sequenced before 
         the product positioned k  is possible to carry: iks  

 
Table 3: The number of products  to be sequenced  

k�Q 
i 

40 60 80 120 

1 12 18 24 30 
2 7 11 18 40 
3 8 16 20 30 
4 13 15 18 20 

 
Output results 
 

Solving stage-one, we have following results. When 
we set kα =0.5 and 0.1, cumulative production volume 

of product i   sequenced from position one to  k  is 
determined as shown in Table 4. 
  

Table4: Cumulative production volume of products 
 ( kα =0.5) 

k�Q 
i 

40 60 80 120 

1 10 5 5 10 
2 16 4 0 20 
3 6 9 15 0 
4 8 2 0 10 

( kα =0.1) 
k�Q 

i 
40 60 80 120 

1 11 6 5 8 
2 9 5 9 17 
3 8 7 3 12 
4 12 2 3 3 

 
Solving stage-two, we have following production 

schedule for each divided period. For the convenience 
of understanding, we denote the products i  

)4,3,2,1( =i as A, B, C, D, respectively. 

(1) kα =0.5 
a) 1-st divided period: (40 units) 

BABDCBABDABCBDABABCDBABDCBABD
ABCBDABABCD 

b) 2-nd divided period: (20 units) 
CACDCACBDCACBCACABCD 

c) 3-rd divided period: (20 units) 
CCACCCACCCACCCACCCAC 

d) 4-th divided period: (40 units) 
BABDBABDBABDBABDBABDBABDBABDB
ABDBABDBABD 

(2) kα =0.1 
a) 1-st divided period: (40 units) 

DABCDABCDABDCADBACDABDCABCDAB
DADCBADABCD 

b) 2-nd divided period: (20 units) 
CABCABCADCBACBACABCD 

c) 3-rd divided period: (20 units) 
BABABCDBBABCDBABABCD 

d) 4-th divided period: (40 units) 
BCBACBBACBCDBABCBACBCABBCDBACB
BCABCBABCD 

 
CONCLUSION 

 
In this paper, we proposed a new sequencing 

method that considers not only (1) keeping a constant 
rate of production of every part in preceding processes 
and (2) minimizing the maximal work congestion in the 
assembly line, but also (3) keeping the due date of 
delivery time to the dealers when the final products are 
delivered by the car carrier vehicles and showed a 
numerical example to explain the effectiveness of the 
sequencing procedure proposed. 
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Abstract: This paper deals with the problem of design of buffer  for thoes automobile assembly lines 
like self-completion assembly lines. We formulate the sequencing problem of determining the 
sequences for the lines, and we develop an approximate method to desing buffer in order to shortening 
of the total length of the lines. Finally, we numerically analyze the effects that working delay and line 
stop could be absorbed by the introduction of the auxiliary workers and the buffer product between the 
lines. 
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1.INTRODUCTION 

 
As strick competition situations and Green Economic 

have been kept going, the economic environment has 
made automobile industry to reform their production 
systems not only in Japan but also in the world. Some 
points have been shown as the characteristics 
concerned with the design, management of the car 
production system. 
 

(1) It proceeds that the automobile industry becomes  
      global, and international competitions are violent 
      all the more. An enterprise must provide the  
      product of the high quality for the market rapidly  
      by the low price. 
(2) It becomes shortening on the life cycle of the 
      goods, and they become multiple kinds all the 
      more on the product. The development of the new 
      goods connected with the decrease of the  
      environment load proceeds, and shortening of the  
     development, production preparation period of  
     the new goods is being requested. 
(3) It is asked to improve productivity by excluding  
     the useless element as much as possible and  
     reducing the production cost.  
(4) Shortening of the time limit of delivery of the  
      product which a consumer ordered is being asked.  
     The flexibility of the production system is looked  
     for to provide the product of the multiple kinds in  
     the market needs rapidly.  
(5)Each car manufacturer must change a usual system 
     with an increase in the production ability and  
     altitude to the flexible production system which can 
     be adapted to the above-mentioned change in the  
     economic environment, in order to secure high  
     quality and a high profit by the low cost. 

 

2. SELF-COMPLETION LINES 
 

The production system must be considered 
synthetically to design a production method which is 
adapted to the production system. The production 
method of each production factory may have each 
characteristic. As for the Japanese automobile industry, 
the final assembly plant of the car does assembling by 
using the mixed-model line which would mix some 
kinds of the different cars on one line. The various parts 
are assembled into the painted body and one car is 
assembled from these parts which usually reach 2000-
3000 items.  

Ohta[1] points out the next four points as a concept 
of the design of the future new mixed line to cope with 
a change in an economic environment to surround the 
automobile industry. 

 
(1) To raise a worker's incentive to work harder. 
(2) To design a gentle assembly line to the worker in 

the decrease and  rationalization of working 
(3)  To take into the consideration of automation  
       connected with will that equipment coexists with  
       the worker 
(4) To build a working environment in the form  
      corresponding to the improvement in the social  
       abundance 
 
The self-completion assembly lines have been 

introduced as an improvement of the usual mixed-
model assembly line and an expansion in such 
conditions since the beginning in the 1990's at some 
final assembly plant. The self-completion line is  a form 
that the usual line which all working processes are 
connected with on one conveyer line is divided into 
some shorter lines by function of the car and which 
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several kinds of products are mixed with and to produce 
continuously(Fig.1) 
 

3. MATHEMATICAL MODEL 
 

The cycle time of the line production including the 
self-completion lines could be calculated that the 
amount of production is divided by the plan period. 
But, in fact when it is managed, the fine tuning of the 
cycle time is recognized in the reality for the self-
completion lines. 

A self-completion lines system is composed by some 
shorter lines, and several kinds of products are mixed, 
and it does assembling work. Each shorter line is 
formed by the plural working processes connected by 
conveyor and so on. 

Each working process is settled physically and the 
line stop will occur when the worker in the line fails to 
complete operations within his work zone. The work 
load of each product in each working process is 
different in every kind. When products with a heavy 
work load would have been assembled continuity, a 
worker's position may be in rear of his work zone. A 
line stop occurs when assembling work can't be 
finished even if a product reaches the last tail of the 
work zone. In fact, the amount of production of each 
product changes every day. The total production time 
required grows longer when line stops are easy to 
cause, if the amounts of production with an especially 
heavy work load increase.  

It is necessary to make working delay as small as 
possible to restrain the occurrence of the line stop, and 
the following factors are taken into consideration for 
that. 
 

(1)A work load in each working process is changed 
by the sequence of products. The appropriate sequence 
is necessary to level work load in order to make 
working delay as small as possible. In this paper, we 
use a goal-adjustment method to decide the sequence of 
products. 

(2) If the assembly line has a longer cycle time, it is 
no wonder that working delay and line stop would 
decrease. But it is connected with the increase in the 
total production time required. Therefore, the decision 
of the appropriate cycle time is necessary. 

(3) Using an auxiliary worker assisting in the 
operation different from the utility worker, it is possibly 
to shorten the time of line stops. 

(4) The buffer products between the self-completion 
lines are installed to prevent the influence of the line 
stop, and the buffer products increase, and the total 
production time required gets longer. Therefore, the 
proper arrangement of the buffer products is necessary.  

In this paper, a mathematical model to attempt 
shortening of the length of self-completion lines is 
considered and a numerical experiment showing the 

way of designing the cycle time has been given. The 
setup of the buffer products between the lines is shown 
in the Figure 2. 

 
A precondition is as the following.  
  

(1) The cycle time of the whole line is the same. 
(2) An auxiliary worker could move to the working 
      process when a line stop occurred at once, and the  
      auxiliary worker does assembling work with the  
      worker of that working process. But, there is one  
      and only one auxiliary worker in each line. An  
      auxiliary worker will be arranged preferentially in  
      the working process whose necessary time of the 
      line stop is longest when a line stop occurred in  
      more than one working process at the same time.  
      A worker can't enter the work zone of other  
      working processes.  
(3) The length of the work zone of all the working  
      processes is the same. 
(4)  The movement time of workers in working  
      processes are so short that it can be ignored. 
 
The example of the worker's movement path in the line 
is shown in the Figure 3. 
 
Notation: 
i :The number of the product     

id :The amount of production of the product i  

K :The amount of total production  
S : The amount of total work processes 
s :The number of the working process ),...2,1( Ss =  
c : The cycle time 

ist : The assembly time of product i  at working process s  

k :The order of production  

1l : The length between two products in the line 

2
sl : The length of buffer area at working process s 

v : The speed of the line 
c
l

v 1=  

ksj :The product in the order k  at working process s  

ksY : The assembly time of the product in order k  at  
         working process s  

sL :The length of working process s � 21
ss llL += �    

t :The time unit  

tsn : The product of working process s at the time t  

sUnts : The accumulative assembly time of the  
              applicable product of working process s at the  
               time t  

tsm : The location of the worker of working process s   
          at the time t  
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tP : The 0-1 variable which shows line stop condition. 
VTP :Total allowable working time 
 
Formulation: 
 

 We formulate a mathematical model of 
designing buffer area which attempts shorting the 
length of the line. 
Objective function: 

∑
=

S

s

sl
1

2.min           (1) 

S.t. 
),(1 111

s
tsstststts LmsYnsUnnn ≥≥+= −−−    

                     (2-1) 
)( 111

s
tsstststts LmorsYnsUnnn ππ −−−=      

     (2-2) 
)0,( 111 =+= −−− tstststts PsYnsUnvmm π  

     (3-1) 
)1,( 111 == −−− tstststts PsYnsUnmm π  

     (3-2) 
),( 11111

s
ststststts LmsYnsUnlmm ≥≥−= −−−−

     (3-3) 
),1,( 1111

s
sttstststts LmPsYnsUnmm π−−−− =≥=

     (3-4) 
vmm stts += −1

),0,( 111
s

sttstst LmPsYnsUn π−−− =≥   
(3-5) 

),(1 11 ttssttsstts ennnsUnsUn ≠=+= −−  
     (4-1) 

),(1 1 ttssttsts ennnsUn ≠== −    
     (4-2) 

)(21 ttsstts ensUnsUn =+= −   
     (4-3) 

}|{ 211 llmsEt st +>= −           (5-1) 

*),,

,(,
*

11*1*1
*

ssEtss

UYUYse ststststt

≠∈

−≥−= −−−−  (5-2) 

)(1 1 Φ≠= −tt EP              (6-1) 

 )(0 Φ== EtPt             (6-2) 

∑
=

=
T

t
tPTP

1

      (7-1�  

TPKcVTP +≥ *          (7-2) 
 
 
 
 

4. NUMERICAL EXPERIMENT 
 

A numerical value experiment is done on the 
following initial condition. 
The amount of production of the products: Table 1 
The amount of working processes: 9 
The assembly time of the products at each working 
process: Table 2 
 

Tab.1 The amount of production 
amount 450 Mixed rate 

product�  50 1 
product�  100 2 
product�  50 1 
product�  150 3 
product�  100 2 

 
The sequence of products: Table 3 
The beginning position of each worker: Table 4 
The result of the numerical experiment is shown in the 
table 5. 
 

5.SIMULATION RESULTS 
 

 We can get the optimum solution of desiging 
buffer for the lines shown before under the condition 
that  the amout of products follew the Table.1. And 
certainly, the difference of mixed-rates make the 
different buffers for the lines. We range the mixed rates 
of pruduct1,2…,5  from 1 to 5 by uniform random 
number. The results show that Table 5 can satisfy the 
about 90% cases. 
 

6. CONCLUSION 
 

In this paper, a mathematical model to attempt 
shortening of the total length of the self-completion 
lines had been considered and a numerical experiment 
showing the way of designing the length of buffer area 
had been given. Moreover, we had confirmed that 
working delay and line stop could be absorbed by the 
introduction of the auxiliary workers and the buffer 
product between the lines. 
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Fig.2 Buffer products between the lines 
 

s1 s2 s3Working process

time

location

Buffer area

Line stop

 
Fig.3 the worker's movement path 

 
 
 

Tab.2 The assembly time of the products at each working process 
 S=�  S=�  S=�  S=�  S=�  S=�  S=�  S=�  S=�  Aver. 

� =1 58 53 62 68 58 58 53 58 55 57.6 
� =2 69 60 59 51 62 55 58 67 65 61.3 
� =3 63 69 53 59 62 62 67 57 56 59.8 
� =4 50 62 61 66 58 66 55 59 63 60.3 
� =5 62 55 59 56 61 56 69 57 55 58.4 

Average 60.4 59.8 58.8 60 60.2 59.4 60.4 59.6 58.8  
weighted 
average 59.2 59.8 59.3 59.9 60.0 60.0 59.9 60.0 60.0  

 
 

Tab.3 The sequence of product 
order 1 order 2 order 3 order 4 order 5 order 6 order 7 order 8 order 9 
� =�  i=�  i=�  i=�  i=�  i=�  i=�  i=�  i=�  

 
 
 
 
 
 

Line r Line (r+1) 

:Product Flow of products 

Buffer zone 
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Tab.4 The beginning position of each worke 

K 
position 

�  
position 

�  order s condition 
1 0 0 13 1 being done 
2 6 6 12 1 finished 
3 12 12 11 2 being done 
4 18 18 10 3 being done 
5 24 24 9 4 being done 
6 30 30 8 4 finished 
7 36 36 7 5 being done 
8 42 42 6 6 being done 
9 48 48 5 7 being done 
10 54 54 4 7 finished 
11 60 60 3 8 being done 
12 66 66 2 9 being done 
13 72 72 1 10 being done 
14 78        

 
 
 
 

Tab.5 The optimum solution 
c(s) 60 stop time(s) 40 

auxiliary worker 1 � � K(s) 1080 
v(m/s) 0.1 VTP 1120 

1l  (m) 6.0  2
sl (m) 2.0  

sL (m) 8.0  total length of 
buffer area 18 
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Abstract: To solve Dynamic Multi-Product Multi-Level Capacitated Lot-Sizing problems by using the 
dynamic programming approach will consume a lot of time because this method will search all 
alternatives occurred in every period. Therefore, this research propose to use Heuristic method to find 
the initial solution and then use the Dynamic Programming to find the best solution. This algorithm 
can reduce the alternatives occurred by eliminating alternatives which cost more than initial solution at 
the same stage. This method will cause reduction in processing time to find the next step solution. The 
result confirms that the best solution of the proposed technique in comparing with the optimum 
solution by Lingo Software does not exceed than 5%. The processing time is nearly the same as 
LINGO when run large scale problems. 
 
Keywords: Dynamic Multi-Product Multi-Level Capacitated Lot-Sizing, Dynamic Programming, 
Heuristic method 

 
INTRODUCTION 

  
Material requirement planning (MRP) is a 

system commonly used by multi level product industry  
in order to provide components both type and quantity 
in all level of production which results in sufficient 
material in time. Dynamic Multi-Product Multi-Level 
Capacitated Lot-Sizing problems are important 
problems occurred in lot sizing procedure. Since MRP 
must concern about 2 important issues ie the limitations 
of the production resources and take into account of 
Total cost which compose of holding cost and setup 
cost . However, the MRP system is not concern about 
the above – mentioned issues. As a result, MRP system 
does not provide an optimal production plan in the 
aspect of total cost.  

To lot sizing problems in assembly production 
systems by using dynamic programming algorithms and 
a branch and bound algorithms to obtain the optimal 
solution, Crowston and Wagner (1973) . Tempelmerier 
and Derstroff(1996) develop a Lagrangean heuristic. 
They also started with a Wagner-Within solution and 
then used a smoothing procedure to try to find a 
feasible solution. Ozdamar and Barbarosoglu(2000) 
presented another heuristic using Lagrangean 
Relaxation and Simulated Annealing. Dellaert , Jeunet 
and Jonard (2000) propose A genetic algorithms to 
solve the general multi-level lot-sizing problem with 
time-varying costs by develop a binary encoding 

genetic algorithm and design five specific genetic 
operators to ensure that exploration takes place within 
the set of feasible solutions.  Dellaert and Jeunet (2003) 
proposed A randomized multi-level lot sizing heuristic 
for general product structures.  

 
The objective of this paper is to minimize total 

cost for Dynamic Multi-Product Multi-Level 
Capacitated Lot-Sizing problems under assembly 
production systems while no backlogging is allowed by 
use Heuristic method to find the initial solution and 
then use the Dynamic Programming to find the best 
solution.      
 

METHODS 
 
Model formulation 
 

The dynamics multi level capacitated lot sizing 
problem is aimed at minimizing variable production 
costs over a finite planning interval. The variable 
production costs which are considered comprise of  
holding costs and setup costs. The planning interval is 
divided into several periods and limited by the planning 
horizon T. 

For each period in the planning interval, the end 
item demand is assumed to be known and has to be 
fulfilled without backlogging. Inventory holding  
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costs are calculated based on the end of period 
inventory.  Setup costs and setup times accrue for an 
item in each period of production. 

Minimize  

∑∑
= =

++
j

j

T

t
jtjjtjjtj OocIhYsc

1 1

)(  (1) 

. 
 

Subject to 

)1t(jI − + jtX   = jtD  + ∑
∈ jSk

ktjk Xr + jtI   , 

  j = 1,…,J ;  t = 1,…,T     (2)  

∑
=

+≤
J

j
jtmtjtmj OCXa

1

 ,  

m = 1,…,M ;  t = 1,…,T     (3) 
     jtX  ≤ jtjtYB   , j = 1,…,J ;  t = 1,…,T     (4) 

 Ijt , Ojt ,Xjt   ≥  0     , j = 1,…,J ;  t = 1,…,T  (5)  
Yjt  ∈ {0,1}           , j = 1,…,J ;  t = 1,…,T     (6) 
  
Indices and index sets: 
 
j  Items or operations  ,  j =1, ..., J 
m  Resources  , m=1, ..., M 
t  Periods, t=1, ..., T 
Sj  Set of immediate successors of item j in the bill 

of material 
 
Where the known parameters are 
 
amj  Capacity needed on a resource m for one unit of 

item j 
Bjt  Large number, not limiting feasible lot-sizes of 

item j in period t 
Cmt  Available capacity of resource m in period t 
hj   Holding cost  for one unit of item j in a period 
ocjt  Overtime cost for one unit of item j in period t 
Djt  External demand for item j in period t  

jkr   Number of units of item j required to produce 
one unit of the immediate successor item k 

scj  Setup cost for a lot of item j 
 
and the decision variables are 
 
Ijt  Inventory of item j at the end of period t 
Ojt      Amount of overtime of item  j  used in period t 
Xjt       Amount of item  j produced in period t 

Yjt  Binary variable indicating where production is 
allowed for item j in period  t  (=1, if item j is 
produced in period t, 0 otherwise) 

 
 The objective (1) is to minimize the sum of 
holding, setup and overtime costs. Equations (2) are the 
inventory balances to make sure that no backlogging 
will occur. For multi-level production, a lot-size of item 
k will result in a dependent demand for its immediate 
predecessor items j. Required capacities for lot-size 
production must not exceed available normal capacities 
(possibly extended by overtime; (3). Capacity 
requirements result from both production time per item 
times the amounts produced as well as setup times 
incurred with each lot. Setup constraints (4) enforce 
binary variables Yjt to unity, in case a lot of item j is 
produced in a period t. All variables are restricted to 
non-negative or binary values, respectively (5),(6).  
 

Method of solving problems 
 

Method of solving problems can be divided into 2 
following steps: 
 

Step I  use the Heuristic Method in finding the 
initial solution (IS) which consists of the number of  
production, inventory and total cost of each item in 
each stage. 
 

Step II  use Forward Dynamics Programming to 
find the alternatives step by step and compare with the 
initial solution at the same period. The alternatives in 
each stage are the amount of inventory at the end period 
of all items and cumulative total cost.  The mentioned 
alternative will be limited by 2 conditions.   

1. The production must not exceed the capacity in 
each stage except for the necessary case which 
resources have limited capacities per period and may be 
extended by overtime in order not to let the 
backlogging.  

2.  After the alternatives according to the first 
condition are generated, they will be reduced by cutting 
off the alternatives which have cumulative total cost 
(CTC) higher than the initial solution (IS) in the same 
period plus allowance value (AV) which have been 
defined.  

 

CTC  ≥  IS +  AV 
 
The remain alternatives will send  the number of 

inventory at the end period and cumulative total cost of 
each item to the next stage.   
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Heuristic Method 
 

1. Start at period 1   
 
 To choose the item for determining the lot size 
according the structure of bill of material structure 
(BOM) from the highest to the lowest level. First item 
is finish products. Next item is from the next level 
which is subassembly of the first item. Do the same 
process until all items are chosen. 

 
According to the BOM, in order to determine lot 

size items are divided into 2 groups: 
 
Group 1 Finished product and subassembly  

Finished product and subassembly which are 
immediate successor will influence the number of items 
which are the predecessors. This group will produce in 
lot for lot according to the demand in that period. 
 
Group 2  Part and Raw material which have not any 
parts to be made before 

To choose the item for determining lot size 
according to the holding cost per unit, start from the 
highest to the lowest holding cost per unit.  Lot sizing 
will be Lot for Lot except for the last item which will 
be produced equal to the remaining capacity. If the 
inventory in the prior period is higher than present 
demand, the production will be  0 and reduce the 
quantity of production in the prior period.  That means 
production (t-1) = production (t-1)-(inventory (t-1) – 
Demand(t)) in order to make the inventory(t) = 0  . 
Then consider part or raw material in the previous order 
that  use common resources and is not a successor. The 
production should be produced as much as possible but 
not exceed capacity and cumulative total quantity 
demand from now to the last period. 
 

To calculate cumulative total cost at this stage as 
follows: 
Cumulative total cost (t) = Cumulative total cost (t-1) + 

                                     Total cost (t) 
 
Step 2  Do the same process until the last period. 
 
Forward Dynamics Programming Method 
 

1. To start stage 1  in period 1  
2. To determine the pattern of  lot size of all  

items which can be possible provided that the lot size 
will not exceed capacity as following equation (3) 

∑
=

+≤
J

j
jtmtjtmj OCXa

1

 ,  m = 1,…,M ;  t = 1,…,T   

 
In accordance with the conditions which demand of 
each item depend on immediate successor as following 
equation (2)  
 

)1t(jI − + jtX   = jtD  + ∑
∈ jSk

ktjk Xr + jtI  ,  

j = 1,…,J ;  t = 1,…,T     
 
3. To calculate cumulative total cost  of each 

pattern , according to equation (1) 
 

Total Cost  = ∑∑
= =

++
j

j

T

t
jtjjtjjtj OocIhYsc

1 1

)(   

 
4. To compare cumulative total cost in each pattern 

with solutions from Heuristic method. After the 
alternatives are generated, they will be reduced by 
cutting off the alternatives which have cumulative total 
cost (CTC) higher than the initial solution (IS) in the 
same period plus allowance value (AV) which have 
been defined.  
 

CTC  ≥  IS +  AV 
 
5.  To do the same process until the last stage. 

        6. To find the solution, start from the last stage.   
Choose the alternative with the lowest cumulative total 
cost.  Use inventory (t-1) in this alternative for 
considering the value of cumulative (t-2), inventory    
(t-2) and pattern of lot sizing (t-1) in the previous stage.  
To do the same process until the first stage, the solution 
will be all x(i,t)  and all cumulative total cost (t)  
 

 
RESULTS AND DISCUSSION 

 
The performance of the Heuristics dynamics 

algorithm described in the previous section was 
evaluated on a set of testing problems. The algorithm 
was programmed with Matlab (Version 7.0)  running 
under Windows XP on a compatible personal computer 
(Model Intel(R) CORE(TM)2 Duo CPU T5250@ 1.50 
GHz) . The experiments revealed that Heuristics 
dynamics algorithm could obtain good approximation 
solution of Dynamic Multi-Product Multi-Level 
Capacitated Lot-Sizing Problems in reasonable 
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computation time. Following are the examples of the 
experiments. 
 
Example: (Assembly System) For assembly product 
structures shown in Fig.1 (4 items) constrained by two 
resources (A , B). The test instance data of each test set 
is shown in Table 1 and 2. 
 

1/A

2/A

3/B 4/B
 

 
Fig.1 The Product structure for Example 
 
 
Table 1. The test instance data for all Test set 
 
 Item 

1 
2 3 4 

Holding cost/unit/period 6 3 2 1 
Setup cost for item 200 
Overtime cost/unit/period 100 
Capacity A (all period) 30 
               B (all period) 32 
 
 
Table 2. The External Demand for each test set 
 

Test set 
No. External Demand for item 1 

1 15,15,16,13,17,14 
2 14,15,16,13,17,14 
3 13,15,16,13,17,14 
4 12,15,16,13,17,14 
5 11,15,16,13,17,14 
6 10,15,16,13,17,14 
7 9,15,16,13,17,14 
8 8,15,16,13,17,14 
9 7,15,16,13,17,14 
10 16,15,16,13,17,14 
11 17,15,16,13,17,14 
12 18,15,16,13,17,14 
13 19,15,16,13,17,14 
14 20,15,16,13,17,14 

Test set 
No. External Demand for item 1 

15 15,15,20,13,17,14 
16 15,15,21,13,17,14 
17 15,15,22,13,17,14 
18 15,15,23,13,17,14 
19 15,15,24,13,17,14 
20 12,15,14,13,17,14,12,11 
21 12,15,14,13,17,14,12,11,14 
22 12,15,14,13,17,14,12,11,14,12 
23 12,15,14,13,17,14,12,11,14,12,13 
24 12,15,14,13,17,14,12,11,14,12,13,12 
25 12,15,14,13,17,14,12,11,14,12,13,12,13 
26 12,15,14,13,17,14,12,11,14,12,13,12,13,14 

 
Table 3. Results of the Numerical Experiments 
 

Best Solution 
found by Difference Times(sec)   

Test 
set 
No. HDP Lingo6 of 

Solution HDP Lingo6 

1 2812 2812 0% 0.39 <1.0 
2 2424 2424 0% 0.53 <1.0 
3 2424 2424 0% 1.01 <1.0 
4 2374 2374 0% 1.96 <1.0 
5 2291 2291 0% 4.85 <1.0 
6 2197 2197 0% 2.65 <1.0 
7 2117 2117 0% 24.8 <1.0 
8 2019 2019 0% 25.17 <1.0 
9 1954 1954 0% 24.29 <1.0 

10 3212 3212 0% 0.502 <1.0 
11 4012 4012 0% 0.353 <1.0 
12 4812 4812 0% 0.348 <1.0 
13 5612 5612 0% 0.356 <1.0 
14 6412 6412 0% 0.352 <1.0 
15 5218 5218 0% 0.27 <1.1 
16 6018 6018 0% 0.27 <1.2 
17 6818 6818 0% 0.27 <1.3 
18 7618 7618 0% 0.27 <1.4 
19 8418 8418 0% 0.29 <1.5 
20 2816 2816 0.0% 1.73 1 
21 3079 3079 0.0% 11.4 3 
22 3345 3345 0.0% 88.07 5 
23 3657 3634 0.6% 199.6 19 
24 3927 3927 0.0% 164.5 58 
25 4235 4235 0.0% 355.94 414 
26 4576 4500 1.7% 1375 1440 

 
 

CONCLUSION 
 
In the development of heuristic Dynamics 
Programming in solving Dynamic Multi-Product Multi-
Level Capacitated Lot-Sizing Problems,  the result 
shows that  to use the Heuristic Method in finding 
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initial solution in order to reduce alternatives occur in 
each stage will reduce a lot of  processing time by using 
Dynamic Programming in the next step. The 
experiment reveals that the solution has been improved  
while comparing to the solution calculated by Lingo6 
software does not exceed than 2 %. 

In the case of small scale problem without 
overtime, the processing time calculated by proposed 
method will exceed the processing time calculated by 
Lingo6 software but can be acceptable. However, if 
there are with overtime, the processing time is nearly 
the same because alternatives in each stage were 
reduced evidently. In the case of  large scale problem, 
the processing time will be slightly different to Lingo6. 

For further research, more numerical 
experiments can be made and to develop the method in 
solving problems by using the results from Heuristic 
Dynamic Programming. This method considering only 
the alternative which has potential to improve the 
solution and reduce processing time.    
  

ACKNOWLEDGEMENTS 
 
  I would like to acknowledge and extend my 
heartfelt gratitude to Assoc. Prof. Peerayuth 
Chansethikul, Ph.D. for his useful comments and 
suggestions which have made the completion of this 
paper possible. 
 

REFERENCES 
 
1. Crowston W.B., M. W. Wegner, 1973. Dynamic 

Lot Size Models for Multi stage Assembly 
Systems, Manegement Science 20(1),14-21. 

2. Dellaert, N. , Jeunet, J. and Jonard, N., 2000. A 
genetic algorithms to solve the general multi-level 
lot-sizing problem with time-varying costs. 
International Journal of production economics 68, 
241-257  

3. Dellaert, N.P. and Jeunet, J., 2003. Randomized 
multi-level lot sizing heuristic for general product 
structures. European Journal of Operational 
Research 148, 211-228  

4. Ozdamar, L., Barbarosoglu, G., 2000. An 
integrated lagrangean relaxation simulated 
annealing approach to multi-level multi-item 
capacitated lot sizing problem. International 
Journal of Production Economics 68,319-331 

5. Tempelmeier, H., Derstroff, M., 1996. A 
Lagrangean-based heuristic for dynamic multi-
level multi-item constrained lotsizing with setup 
times. Management Science 42(5),738-757. 

 
 
 
 
 



Proceedings of ASIMMOD 2009, January 22-23, Bangkok, Thailand 
 

 
 Corresponding Author: Kawinthorn Saicharoen, Industrial Engineering Department Kasetsart University,  
                                         50 Phahon Yothin Rd, Chatuchak Bangkok 10900, Thailand,  
                                         E-mail kawinpun@hotmail.com, Tel. +6684 707 0550  

Comparison of Total Inventory Cost between Estimated Demand by Normal Distribution 
and Fuzzy Set in the Case of Poor Data  

 
1Kawinthorn Saicharoen  and 2Saowanee Lertworasirikul 

1Department of Industrial Engineering and 2Department of Product Development  
Kasetsart University, Bangkok, Thailand 

__________________________________________________________________________________ 
Abstract:   When we calculate Economic Order Quantity (EOQ.), Re-Order point (ROP) and safety 
stock in a continuous-review inventory model with safety stock (SS model), we usually use annual 
demand that comes from uncertain demand estimated by normal distribution. However, when lacking 
of enough demand data, a fuzzy set is an alternative option for estimating uncertain demand data. 
Therefore, in this paper we propose a fuzzy set for estimating demand data when there is no enough 
demand data to use normal distribution. This paper compares total inventory costs between annual 
demand data that estimated by fuzzy set and normal distribution in the SS inventory model. The results 
show that when lead time is long, the total inventory costs with fuzzy set demand are significantly 
lower than those with demand estimated by normal distribution.  
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Introduction 
 

 Over the past 40 years, fuzzy set theory has 
been studied and used to estimate uncertain data. 
Uncertain data in inventory management may include 
annual demand, holding cost, ordering cost, and shelf-
life time. Normally to calculate EOQ and ROP with 
uncertain demand, the demand is estimated by normal 
distribution. However, normal distribution is generally 
used when there are more than 25 randomly and 
independent data points. For new products or new 
businesses, usually there are no historical data or there 
may be lack of some data to be represented by normal 
distribution. 
 In the past few years, researchers applied 
fuzzy set theory to solve inventory models with fuzzy 
demand. For example, in 1987 Park used an extension 
principle to calculate EOQ in the inventory cost model 
with trapezoidal fuzzy set demand. 
 In 2002, Kao and Hsu proposed a lot size-
reorder point inventory model with fuzzy demand. They 
used Yager’s ranking method to estimate fuzzy 
demand. In this paper, the (Q, r) inventory model with 
backorder cost, which was charged in terms of a 
shortage cost, was studied. The solutions developed in 
this paper provided an optimal solution. 
 In 2006, Yang proposed a two-echelon 
inventory model with fuzzy annual demand in a supply 
chain. The consideration was based on total inventory 

cost optimization. He derived an optimal number of lots 
and buyer’s order quantity. He suggested a signed 
distance to estimate fuzzy annual demand. 
 However, from the past research, the effect of 
different demand estimations, i.e., demand estimated by 
fuzzy set and normal distribution, on total inventory 
costs has not been studied. Therefore, in this paper 
focuses on the inventory model with uncertain demand.  
The uncertain demand is defined by a fuzzy set and 
normal distribution. Then the models are compared 
base on total inventory cost. 
 The rest of the paper is organized as follows. 
In Section 2, notations and assumptions of the 
inventory model in this study are given. Section 3 
presents fuzzy demand estimation and calculation of 
total inventory cost.  In Section 4, experimental results 
and discussion are given. Finally in Section 5, 
conclusions and future research are presented.  
 
 Notations and assumptions 
 
Notations: 
The following notations are used throughout this paper. 
TC :  total inventory cost 
D :  average annual demand 
Q :  order quantity 
A :  ordering cost 
ss :  safety stock 
H :  holding cost 
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C :  purchasing price per unit 
ROP :  re-order point 
d :  daily demand 
k :  customer service level 
σ :  Standard deviation of demand 
L :  Lead time  
Ii :  Inventory stock level at day i 
I-

i :  Inventory stock level that lower than 0 at day 
i  
CL :  Penalty cost for lost sale 
The SS inventory model in this study is composed of 
the following equations: 

CDHssQA
Q
DTC +++= )

2
(  (1) 

 ssLdROP +×= )(    (2) 

 .ss k Lσ=    (3) 
 

Assumptions of the inventory model 
 
 For the SS inventory model, we need to 
calculate Economic Order Quantity (EOQ), Re-order 
point (ROP), and safety stock (ss). Then total optimal 
inventory costs are calculated by using the optimal 
purchase quantity (EOQ) and ROP. The SS model in 
this study is based on the following assumptions. 

1. Demand data for one year are generated from 
Exponential distribution. Then 30 demand data 
out of 364 generated demand data are 
randomly selected to be an initial data set in 
this experiment, i.e., assuming that we know 
only daily demand for 30 days in a year. 

2. ROP is calculated from demand during lead 
time and safety stock by assuming that ROP 
can satisfy demand during lead time period for 
at least 99%.   

3. An inventory level is reviewed at the end of 
each day and replenishment is done whenever 
the inventory level is lower or equal to ROP.   

4. When stock out is occurred, the inventory 
level is set to zero and a penalty cost is 
charged in that day. 

5. Inventory costs are calculated daily and then 
sum up for one year for comparing total cost 
that estimated demand by normal distribution 
and fuzzy set. 

 
 
 
 
  

Estimation of annual demand and calculation  
of total inventory cost 

 
 The classical inventory models assume 
deterministic characteristics, continuous review, and no 
lead time. The order quantity that minimizes total 
inventory cost is called EOQ and usually calculated by 
following this formula. 

H
DAQEOQ 2* ==   (4) 

 In the case of uncertain demand, we first 
estimate the representative demand and then calculate 
EOQ using Equation (4) based on the estimated 
demand. In this paper, there are two methods for 
estimating representative demand. The first method is 
using normal distribution principle and the other is 
based on a fuzzy set principle.  

Normal distribution method is used to 
calculate mean and variance of daily demand. The 
annual demand is calculated by multiplying daily 
demand with 364. ROP can be calculated by Equation 
(2) and SS can be calculated by Equation (3). 
 Before presenting a fuzzy set principle to 
estimate demand, we present some definitions and 
properties of fuzzy sets with relevant operations [8]. 
 
Definition 1 If X is a collection of x, then a fuzzy set 
A~ in X is a set of ordered pairs: 

 { }XxxxA A ∈= /))(,(~
~μ . 

When )(~ xAμ is called membership function x in 

A~ and membership function is a member of 
nonnegative real number. 
 
Definition 2 Let 0 ≤ α ≤ 1, the membership degree of 
fuzzy set A~  is called alpha-cut (α-cut) or alpha-level 
of set A 
  
 { }αμα ≥∈= )(/ ~ xXxA A . 
 
Definition 3 For A~ = (a, b, c), where b < a < c, A~ will 
be called triangular fuzzy set, if a membership function 
of A~  is given by (5). 
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   When demand is represented by a fuzzy set, 
we produce a fuzzy demand set from raw data using the 
following procedure. The fuzzy demand in this paper is 
assumed to be a triangular fuzzy number. 

1. Draw a daily demand histogram with 7 
intervals. 

2. Determine a middle value of each interval 
in the histogram and use it as a 
representative for each level. 

3. Set the membership function values of 
minimum and maximum points of daily 
demand to be zero. 

4. Find a middle value of the interval that 
has the highest frequency. At the middle 
value, set a membership function value to 
be 1 (a top of triangular fuzzy set). This 
middle value is then used as an estimated 
daily demand ( d ). 

5. Multiply d  with 364 to become an 

annual demand ( D~ ). 
  Based on daily and annual fuzzy demand sets, 
we calculate EOQ by using Equation (4) but replacing 
D  with D~ . ROP and SS are determined by Equations 
(6) and (7). In general, ROP is calculated such that 99% 
of customer demand during a lead time period is 
satisfied. However, when demands are fuzzy numbers, 
ROP and ss are calculated as follows 

ROP = Max( d ) x Lead time (6) 
 ss = (Max d - d ) x Lead time (7)  

From Equation (6) that ROP is calculated by 
using a maximum daily demand multiplied with the 
lead time. Therefore, the ROP is a maximum demand 
that might be arriving during the lead time. 

The objective of this experiment is to compare 
the total inventory cost when demand data are estimated 
by a normal distribution and a fuzzy set. Therefore, we 
use the same demand data by simulating from 
Exponential distribution, and observe the inventory 
stock levels and total inventory costs. In every 
experiment, an inventory level in some days might be 
lower than zero. In this case, we add lost-sale cost as a 
penalty cost in calculating inventory cost on that day. 

Total inventory cost per year is calculated by adding up 
daily inventory costs. The details of the experiment are 
given in the following procedure. 

1. From initial demand, calculate mean and 
standard deviation of fuzzy daily demand. 

2. Calculate annually demand, EOQ, ROP, 
and ss for both the case of demand 
estimated with normal distribution and 
fuzzy set.  

3. For this experiment fulfillment, let a lot of 
purchase is at least 10 units and each 
order quantity is divisible by 10.  

4. Generate 364 random data demand. 
5. Initial inventory stock is EOQ + ss 
6. Calculate an inventory level of each day 

from Equation (8) and calculate a holding 
cost (HC) from Equation (9). If LiI −  has a 
purchase order, then Q = EOQ. Otherwise, 
Q = 0 

dQII ii −+= −1   (8) 

HIHC i ×=   (9) 

7. If ROPIi ≤ , then buy items and 
calculate ordering cost. 

8. If 0≤iI , then set iI as 0 and calculate a 
lost sale cost. 
Lost sale cost = Li CI ×−  (10) 

9. The total yearly inventory cost is a 
summation of daily inventory cost. 

10. Compare total inventory cost for 10 cases. 
 
In this paper, we compare total inventory costs 

when demand data are estimated by normal distribution 
and fuzzy set and lead times are set as 1 day and 7 days. 

 
Experimental results and discussion 

 
  In this experiment, we consider the inventory 
system with the following data: Ordering cost (A) = 
25/order, Holding cost (H) = 5/unit /year, Penalty cost 
for lost sale (CL) = 10/unit/year, Purchasing price (C) = 
25/unit, Customer service level (k) ≥ 99%. We perform 
10 experimental cases. The results of this experiment 
are shown in Figures 2 and 3. 
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Figure 2 the result of total inventory cost with 7 days   
               lead time 
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Figure 3 the result of total inventory cost with 1 days  
                 lead time 
 

Figure 2 and figure 3 show graphs presenting 
the difference of total inventory costs between the case 
of inventory with 7 days of lead time and 1 day of lead 
time, respectively. In Figure 2, all of 10 total inventory 
costs from the normal distribution method are higher 
than total inventory costs from the fuzzy set method. 
However, the inventory holding cost, the penalty cost, 
and the set up cost of the normal distribution method 
are not significant higher than the fuzzy set method 
except the purchase cost, which is significantly higher 
than the fuzzy set method. In Figure 3, the results are 
similar to the results from Figure 2 but total inventory 
costs from the normal distribution method and the fuzzy 
set method in Figure 3 are not significantly different as 
in Figure 2. This experiment shows that a purchasing 
cost has a major effect on the total inventory cost. Also, 
when demand is uncertain and is approximated by a 
fuzzy set, the inventory model gives a small EOQ but a 
large ROP. On the other hand, when uncertain demand 
is approximated by a normal distribution, the inventory 
model gives a large EOQ but a small ROP. Therefore, 
using the normal distribution method, the number of 

items purchasing each time is larger than those from the 
fuzzy set method.   
 However, when we have adequate demand 
data, total inventory costs are relatively close no matter 
what method we use to estimate demand. This might be 
because of the way that a membership function is 
constructed. In this paper, a membership function of 
fuzzy sets is defined by a graphical method based on 
histogram. Thus, a membership function of fuzzy sets 
has a similar shape to a normal distribution. However, 
having inadequate data or qualitative data, a fuzzy set 
method is a powerful method to use for demand 
estimation in the inventory model. 
 

Conclusions and future research 
 

In this paper, we compare total inventory costs 
when demand data are estimated by a normal 
distribution and a fuzzy set. Long lead time of 7 days 
and short lead time of 1 day are used to compare the 
total inventory costs. From the results, when lead time 
is long (7 days), the total inventory costs with fuzzy set 
demand are 95% significantly lower than those with 
normal distributed demand. However, when lead time is 
short (1 day), the total inventory costs with fuzzy set 
demand are not significantly lower than those with 
normal distributed demand.  
  In summary, normal distribution is a good 
approximation when data are rich, while a fuzzy set is a 
promising method to represent demand data when it is 
not easily approximated by normal distribution.  

So far there are many researchers interested in 
the EOQ model with fuzzy set data. From the literature, 
mostly fuzzy inventory is solved by using fuzzy set 
theory. Fuzzy logic is another promising way to deal 
with fuzzy inventory. Therefore, in future research, we 
will study behaviors of inventory level based on fuzzy 
logic. 
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Abstract: The One-dimensional cutting stock problem (1D-CSP) is an integer linear programming. 
This problem arises from many applications in industry. It has been called a classical NP-hard problem 
which cannot be solved within polynomial computation time. The finite number of cutting patterns 
may be very large. Gilmore and Gomory (1963) claimed that if the stock to be cut has length l = 200 
inches and there are demands for 40 different lengths from 20 to  80 inches, the number of possible 
patterns could be exceed 10 to 100 million. The more cutting patterns these are, the more columns of 
constraints are involved.  The most powerful algorithm for solving linear programming with many 
columns is Column-Generation Procedures. By the way, initial cutting patterns are necessary to create 
at first step before using the Column-Generation Technique to create other essential cutting patterns. 
 In this paper, 3,000 instances of one-dimensional cutting stock problems with multiple retail sizes 
were investigated. These instances were separated into six sets of CSP[L; l1, l2, …, lm] consist of 
CSP[17; 3, 5, 9], CSP[273; 18, 91, 21, 136, 51], CSP[490; 18, 91, 21, 136, 51, 80, 100, 127, 190, 201], 
CSP[150; 6, 10, 15, 22, 25, 28, 31, 34, 37, 40, 44, 47, 50, 52, 55, 58, 62, 65, 68, 72], CSP[250; 6, 10, 
15, 22, 25, 28, 31, 34, 37, 40, 44, 47, 50, 52, 55, 58, 62, 65, 68, 72], and CSP[300; 5, 10, 15, 20, 25, 
30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95, 100, 105, 110, 115, 120, 125, 130, 135, 140, 145, 
150, 155, 160, 165, 170, 175, 180, 185, 190, 195, 200]. Each set was generated into 500 instances 
varying demands. Four initial-cutting-pattern creations, named A, B, C, and D, were raised for forming 
also four various mathematical models. The studied characteristics were minimum, maximum, and 
average of iterations and number of solvable instances. We found that although A, B, and C could 
solve more problems than D, but the average iteration of D was the lowest. 
 
Key words: Initial-cutting-pattern creation, Column-Generation Technique, One-dimensional cutting 
problem 

 
INTRODUCTION 

 
 A one-dimensional cutting stock problem (1D-
CSP) is an integer linear programming problem. It 
arises from many applications in industry for example 
paper, film, leather, steel, etc. This problem has an 
important practical generalization when a cutting 
process is distributed over several successive stages. 
The products are cut to produce smaller sizes. The 
intermediate products are both output and input during 
the cutting process. This problem is a classical 
combinatorial problem, which is solvable in non-
polynomial time, also known as an NP-hard problem.  
More than four decades ago, mathematicians studied 
ways to solve large scale problems. Dantzig and 
Wolfe[1] initiated the extensive work on large-scale 
mathematical programming. The most efficient 
technique when applied to linear programs is the 
Column-Generation Technique. It is applied for solving 
problems with few rows and much more columns. 
There are wide varieties of problems, which can be 
solved by this approach.  
 

 The 1D-CSP can be addressed by finding the best 
process with the minimum cost to cut intermediate 
products (stocks) to meet the demand for finished sizes 
(retail sizes) of prescribed dimensions. This problem is 
very difficult; since all variables must be integers and 
the number of columns can be very large. For example, 
if the stock to be cut has length 200 inches and the 
required demands for 40 different lengths from 20-80 
inches, the number of possible patterns could easily 
exceed from 10 to 100 million[3]. However, some 
patterns are not needed to solve the problems. Hence, 
the important concept for solving the problems faster is 
to find out the technique to originate the effective 
patterns. That technique is the column-generation 
technique. This technique is successful for solving the 
large number of variables in the linear programming 
formulation of the problem[2, 3]. In addition, the 1D-CSP 
is broadly applied in industries such as in the aluminum 
industry[7] and the clothing industry[4]. Typical cutting 
stock problems implicitly assume that the stocks are cut 
at a single facility. Holthaus[5] raised decomposition 
approaches based on the Column-Generation Technique  
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for solving the 1D-CSP with different types of standard 
lengths or multiple cutting facilities. Wongprakornkul[8] 
raised a heuristic method for solving One-Dimensional 
cutting stock problem to reach integer solution. 
 To apply the Column-Generation technique, initial 
cutting patterns are necessary to create. In this study, 
four initial-cutting-pattern creations, named A, B, C and 
D, were analyzed to compare their effects on the 
Column-Generation procedure. 
 

OBJECTIVES 
 

1) To study approaches for creating initial cutting 
patterns. 

2) To compare the effects on the Column-
Generation procedure within different initial-cutting-
pattern creations 
 

LITERATURE REVIEWS 
 
 There are many papers working on the 1D-CSP. In 
this paper may express some of them as follows: 
 
The Delayed Column-Generation Technique 
 
 The first attempt to solve this problem has been 
found since 1961 by the Delayed Column-Generation 
Technique[2]. Let mD be the required number of retail 

items ml where m∈{1,..,M} to be cut from stock length 

kL  where k ∈{1,..,K} and the number of stock k is 

unlimited, kc be the cost per unit of the stock length k, 

kpx be the number of times at stock k and pattern p 

where p ∈{1,..,P}. For a stock size k with length kL  a 
cutting pattern p indicates how often each order length 

ml has to be cut off from this stock size. Any feasible 
cutting pattern p for stock size k can be represented by 
M-dimensional non-negative integer vector 

( )TMkpkpkp aaa ,,1 Κ=⋅ , fulfilling
kmkp

M

m
m Lal ≤∑

=1

. This 

model can be formulated as Integer Linear 
Programming (ILP) model with the objective that 
minimizes the total cost of all stock lengths as follows: 
 

 Minimize  ∑∑
= =

P

p

K

k
kpk xc

1 1

 , (1) 

 Subject to 

 m

P

p

K

k
kpmkp Dxa ≥∑∑

= =1 1

  , m=1,…, M, (2)  

 0≥kpx  , k=1,…, K, p=1,…, P (3) 
 

 From equation (2), if the demand and different 
sizes of retail items are large, the overall patterns to be 
generated are not practical. Therefore, the duality 
theorem can be used to relax this model by starting 
basis columns with a minimum number of patterns that 
can solve (1) – (3). These columns are referred as the 
initial patterns. From the weak duality theorem, any 
pattern, this is not to be a basis column,  
if

k

M

m
mm cDu ≤∑

=1

, ∀k where mu be dual variables, 

Otherwise, one pattern that
k

M

m
mm cDu >∑

=1

, ∃k can be 

entered as a basis column. The sub-problem to be 
determined for the basis column is called the 
unbounded knapsack problem (UKP) with a 
mathematical model as follows:  

 Maximize  ( )∑
=

+

M

m
Pmkmau

1
1  , (4) 

 Subject to 

 ( ) k

M

m
Pmkm Lal ≤∑

=
+

1
1

 ,  (5) 

 ( )
+

+ ∈ Ia Pmk 1 ,∀m.   (6) 
 

The UKP can be solved as a branch-and-bound 
procedure because of the restriction of ( )1+Pmka  to be 
integer variables of (6) or an algorithm based on 
dynamic programming as such 

 
)}(,)(max{)( 1 xFullFlF mmmmm −+−≥   for m > 1 (7) 

 

where L ≥  l  > ( )∑
=

+

M

m
Pmkmal

1
1

.  

 
 The UKP is to be solved for each different stock 
size by the single dynamic programming as described 
earlier. When the constraints, 

k

M

m
mm cDu >∑

=1

, could not 

be detected, an optimal solution is verified. 
 
A branch-and-bound procedure for solving the 1D-
CSP exactly with single stock length 
 
 One possible method for solving the 1D-CSP if all 
patterns have been known under a single stock length is 
a branch-and-bound method[6]. Consider at each stock 
length k, three lower bounds can be computed for each 
branching nodes after solving the continuous relaxation 
of the 1D-CSP as follows: 
 
 Lowerbound1 =    Z  + 

⎥
⎥
⎥

⎤

⎢
⎢
⎢

⎡

k

r
m

T

L
dl)(  (8)   
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 where        Z     = ⎣ ⎦∑
=

P

p
kpk xc

1

, 

                         r
md  =  mD  -  ⎣ ⎦∑

=

P

p
kpmkp xa

1

 . 

The second lower bound will be suggested as followed: 
 
 cZ = Minimize∑

=

P

p
kpk xc

1

,  (9) 

 Subject to 

 r
m

P

p
kpmkp dxa ≥∑

=1

 , ∀m, (10) 

 0=px , if mmkp Da > , ∀m.  (11)         
 
 From equations (9)–(11) the obtained lower bound 
is 
 Lowerbound2 =    cZZ +  (12)   
 
 The third lower bound is obtained from the 
solution of a knapsack problem with weight 

⎣ ⎦mkkm lLq =  and suggested as follows: 

 μ = maximize ( )∑
=

+
M

m km

Pmk

q
a

1

1   , (13) 

 Subject to 

  ( ) k

M

m
Pmkm Lal ≤∑

=
+

1
1  , (14) 

  ( )1+Pmka  ≤  r
md   , ∀m   (15) 

  ( )1+Pmka  ∈ I+ , ∀m   (16) 
 

 From equations (13) – (16) the obtained lower 
bound is 

 Lowerbound3 =    Z  + 
⎥
⎥
⎥

⎤

⎢
⎢
⎢

⎡
∑
=

M

m km

r
m

q
d

1

1
μ

 (17)   

 The branch-and-bound procedure uses these three 
lower bounds to decide when to exclude or include 

mkpa for each branching nodes. The number of 

kpx variables will be increased by one.  
 

Column-Generation Technique 
 
 Consider the procedure to apply the Column-
Generation Technique to the 1D-CSP with single stock 
length so that at least kx  pieces of standard length L are 
furnished. First, the problem is relaxed in order to 
provide the simplex multipliers. The rules for 
converting PRIMAL problem to DUAL problem are 
shown in Table1.  

 
Table 1: Rules for converting PRIMAL to DUAL 

P R I M A L  M I N I M I Z A T I O N  P R O B L E M
If the primal 
variables are

Then the dual 
constraints are

If the primal 
constraints are

Then the dual 
variables are

≥ ≤ ≥ ≥ 
≤ ≥ ≤ ≤ 

Unrestricted = = Unrestricted
 
Table 1: Rules for converting PRIMAL to DUAL  (cont’d) 

P R I M A L  M A X I M I ZA T I O N  P RO B L E M
If the primal 
variables are 

Then the dual 
constraints are

If the primal 
constraints are 

Then the dual 
variables are

≥ ≥ ≥ ≤ 
≤ ≤ ≤ ≥ 

Unrestricted = = Unrestricted
 
 After that, the problem is decomposed into I sub-
problems, called [new pattern procedure or NPP]: a 
new-pattern generated sub-problem. These sub-
problems applied the Column-Generation Technique to 
search the essential cutting patterns for the problem.   
 The ID-CSP model is written in the relaxed form 
(see also equations (18)-(21)) as the PRIMAL model. 
Following the rules in Table 1, the DUAL model is 
written in equations (22)-(25).  

k  =  index for patterns (k = 1, …, K), 
m  =  index for retail items (m = 1, …, M), 
L =  the length of stock, 
lm =  the length of item m; m = 1, …, M, 
g  =  the cost of stock, 
R   =  amount of stock available, 

mka  = the number of strips of item m cut in 

pattern k , fulfilling Lal mk

M

m
m ≤∑

=1

, 

Dm  =  the demands of item m, and 

kx  =  decision variables that represent the 
number of times pattern p of stock k is 
used. 

[PRIMAL]: 

 Minimize ∑
=

K

k
kgx

1
 (18) 

 Subject to 

 Rx
K

k
k −≥−∑

=1

, (19) 

 ,
1

m

K

k
kmk Dxa ≥∑

=

 ∀m, (20) 

 0≥kx , ∀k. (21) 
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 To develop the DUAL model, the simplex 
multipliers used throughout this paper are defined as 
follows: 
 e  =  the simplex multipliers of the used stock 

from constraints (19), 
 mr  = the simplex multipliers of the item m from 

constraints (20). 
 
[DUAL]:  

 Maximize ( )Re − + ,
1
∑
=

M

m
mmDr  (22) 

 Subject to 

 gare
M

m
mkm ≤+− ∑

=1
, ∀k, (23) 

 0≥e ,  (24) 
 0≥mr , ∀m, (25) 

 
 The simplex multipliers of [DUAL] are used to 
search a new legitimate cutting pattern. The multi-sub-
problems are decomposed by the Column-Generation 
Technique to find out the effective cutting patterns. The 
[NPP] can be modeled as: 
 
[NPP]:  

 Maximize Vk* = **
1

** kk

M

m
m egar

pmk
−−∑

=

, (26) 

Subject to 

Lal mk

M

m
m ≤∑

=
*

1

, (27) 

,1
1

=∑
=

K

k
kq  (28) 

0* ≥mka and integer, m = 1, ..., M, (29) 
where    

ek*  =  the simplex multipliers of the used 
stock k* for cutting a new pattern 
from constraints (19), 

*mka  =  the number of strips of item m cut in 
the new pattern k*, 

 
 Every supplier is solved to obtain the effective 
patterns. If Vk* = max {Vk| k=1,..., K }> 0 then the new 
column *mka  = ( *1ka , …, *Mka ) T is introduced into 
model (18)-(21) as a new basis column. If Vk* ≤ 0, the 
current column is proven to be globally optimal. For a 
profound description of the column-generation 
procedure for cutting stock problems.  
    
 
 

METHODS 
 
 In this study, four initial-cutting-pattern creations 
were proposed, named A, B, C, and D. 
 

Approach A, the matrix of lm x Pk is as below: 

KM×

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

100

010
001

Λ
ΜΟΜΜ

Λ
Λ

 

 This method defines only one strip in a pattern of 
each retail item. Therefore, the matrix of patterns is an 
Identity matrix. 
 

Approach B, the matrix of lm x Pk is as below: 

KM×

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

max00

0max0
00max

Λ
ΜΟΜΜ

Λ
Λ

 

 This method defines the maximum of strips that 
retail item could cut in a pattern of each retail item 

or Mm
l
L

m

,,2,1; Κ=⎥
⎦

⎥
⎢
⎣

⎢
. Therefore, the matrix of 

patterns is a diagonal matrix. 
 

Approach C, the matrix of lm x Pk is as below: 

KM

Random

Random

Random

×
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

max)...1(
00

0
max)...1(

0

00
max)...1(

Λ

ΜΟΜΜ

Λ

Λ

 

 This method picks a random number of strips 
between 1 to the maximum of strips that each retail 

item could cut or Mm
l
L

m

,,2,1; Κ=⎥
⎦

⎥
⎢
⎣

⎢
. Therefore, 

the matrix of patterns is also a diagonal matrix. 
 

Approach D, the matrix of lm x Pk is as below: 

KMMKMM

K

K

aaa

aaa
aaa

×

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

Λ
ΜΟΜΜ

Λ
Λ

21

22221

11211

 

 This method defines that the scrap of each pattern 
is less than the shortest retail item.  And the number of 
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strips of item m cut in pattern k has to 

accomplish Lal mk

M

m
m ≤∑

=1

. 

 
 For doing the experiments, there were six sets of  
CSP[L; l1, l2, …, lm] consist of CSP1[17; 3, 5, 9], 
CSP2[273; 18, 91, 21, 136, 51], CSP3[490; 18, 91, 21, 
136, 51, 80, 100, 127, 190, 201], CSP4[150; 6, 10, 15, 
22, 25, 28, 31, 34, 37, 40, 44, 47, 50, 52, 55, 58, 62, 65, 
68, 72], CSP5[250; 6, 10, 15, 22, 25, 28, 31, 34, 37, 40, 
44, 47, 50, 52, 55, 58, 62, 65, 68, 72], and CSP6[300; 5, 
10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 
85, 90, 95, 100, 105, 110, 115, 120, 125, 130, 135, 140, 
145, 150, 155, 160, 165, 170, 175, 180, 185, 190, 195, 
200]. In each set, a random number in range 5 to 5,000 
were chosen as a demand of each retail item. 
Furthermore, 500 instances of each set were generated 
by varying demands. After that, four initial-cutting-
pattern creations were proposed (A, B, C, and D) for 
forming mathematical models. To do this research, the 
Revised Simplex and the Dynamic Programming were 
developed in case of performing the Column-
Generation technique. Finally, some characteristics 
such as minimum, maximum, and average of iterations 
and number of solvable instances were investigated.  
 
 

EXPERIMENT RESULTS 
 
 The six sets of CSP[L; l1, l2, …, lm] were generated 
with 500 instances per each. The results were shown in 
Table 1-6. Four characteristics were investigated such 
as solubility, the minimum, the maximum, and the 
average of iterations. The cause of unsolvable was 
occurring degeneracy problem.  
 
Table 1: CSP1[17; 3, 5, 9] 
 

Iterations Approach Solubility 
Min Average Max 

A 500 4 4.00 4 
B 500 2 2.00 2 
C 500 2 3.46 5 
D 249 2 2.00 2 

 
Table 2: CSP2[273; 18, 91, 21, 136, 51] 
 

Iterations Approach Solubility 
Min Average Max 

A 500 6 6.00 6 
B 500 2 2.00 2 
C 500 3 5.00 7 
D 500 1 1.00 1 

 
 
 

Table 3: CSP3[490; 18, 91, 21, 136, 51, 80, 100, 127, 
              190, 201] 
 

Iterations Approach Solubility Min Average Max 
A 500 20 25.89 43 
B 499 15 21.95 36 
C 500 14 24.36 40 
D 129 14 18.53 30 

 
Table 4: CSP4[150; 6, 10, 15, 22, 25, 28, 31, 34, 37, 40,  
              44, 47, 50, 52, 55, 58, 62, 65, 68, 72] 
 

Iterations Approach Solubility Min Average Max 
A 497 26 85.41 601 
B 498 22 73.45 601 
C 499 22 72.57 601 
D 31 16 25.48 49 

 
Table5: CSP5[250; 6, 10, 15, 22, 25, 28, 31, 34, 37, 40,  
             44, 47, 50, 52, 55, 58, 62, 65, 68, 72] 
 

Iterations Approach Solubility Min Average Max 
A 499 32 66.97 601 
B 499 31 55.32 601 
C 497 34 63.79 601 
D 111 20 41.16 601 

 
Table 6: CSP6[300; 5, 10, 15, 20, 25, 30, 35, 40, 45, 50,  
              55, 60, 65, 70, 75, 80, 85, 90, 95, 100, 105, 
              110, 115, 120, 125, 130, 135, 140, 145, 150,  
              155, 160, 165, 170, 185, 180, 185, 190, 195,  
              200] 
 

Iterations Approach Solubility Min Average Max 
A 495 77 157.18 601 
B 491 51 117.50 601 
C 496 48 138.96 601 
D - - - - 

 
 
 According to the results of the six sets of CSP[L; 
l1, l2, …, lm], the average iterations and the number of 
solvable instances were compared with four initial-
cutting-pattern creations as shown in Fig. 2-3. 
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Fig. 2:  Comparative the average iterations of initial-

cutting-pattern creations 
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Fig. 3:  Comparative the solubility of initial-cutting-

pattern creations 
 

CONCLUSION 
 
 This paper presents four initial-cutting-pattern 
creations (A, B, C and D) to compare the average 
iterations and the number of solvable instances. 
Consideration average iterations, the trends of A, B, 
and C went faster than D when the number of retail 
items grew larger. D could solve with the lowest 
average iterations. Consideration solubility, the 
efficiency of A, B and C seems better than D. The 
solubility of D was fluctuated and could not solve any 
instance in the CSP6.  
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Using Network Flow Diagram for Creating Mathematical Model in Planning Process 
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Abstract: Planning is one of four activities in continuous improvement process consist of Plan, Do, 
Check, and Act. For planning, there are many approaches in both quality processes and quantity 
processes. In this study, network flow diagram and mathematical model were raised for helping 
planning under the optimum situation. The objectives of this study were to present methods by using 
network flow analysis and mathematical model for solving the optimum solution to meet the minimum 
cost of table-mat-and-napkin planning and to perform the action plan of table-mat-and-napkin 
planning problem. For generating the mathematical model of the problem, network flow diagram was 
applied to display all relationships occurred in each day for planning, which eases to formulate an 
Integer Linear Programming Model. Although, all decision variables are integers, but the model takes 
an advantage for solving with relaxations as a linear programming problem.  The objective function of 
this model was to find out the minimum cost for table-mat-and-napkin management within constrains 
under known demands. Excel Solver was used for the final execution. An example was generated. We 
found that the minimum cost was 68,178 baht per week.  The total number of purchased table mats 
was 375 pieces and the total number of purchased napkins was 323 pieces. For laundry, the total 
numbers of table mats and napkins in fast cleaning were 467 and 490 pieces, respectively and the total 
numbers of table mats and napkins in normal cleaning were 782 and 821 pieces, respectively. 

Keywords: Network Flow Analysis, Integer linear Programming, Napkin Planning   
 

INTRODUCTION 
  
       System perspective is one of critical values to be 
high performance organizations. The systematic 
operating begins with action planning for performing 
efficiently and effectively. Linear programming and 
Integer programming are well known techniques lead 
into mathematical model formulation of real world 
problems; such as production planning problem, 
network flow problem, transportation problem, 
assignment problem, plant layout problem and etc. 
These techniques could solve problems within limited 
resources or constraints like raw materials, men, labors, 
machines, times, and/or energy. The quest for optimal 
solution, mathematical model is created with all 
relations constraints and objective function. 
       This paper raised mathematical tools; Network 
flow diagram and Integer linear programming, which 
were applied to do action planning of table-mat-and-
napkin planning problem. The purposes of this action 
plan were to reach the minimum cost of the table-mat-
and-napkin management, to meet requirements, and to 
know the plan to manage table-mat-and-napkin for 
laundry. There were four steps for solving the problem 
as mentioned before. First, network flow diagram was 
created. This step was useful to understand how napkins 
move in each day. Second, the mathematical model was 
presented by imitating the network flow diagram in step 
1. Third, the model was solved for the optimal solution. 
And the last one, the solution was managed the napkin 
plan. 

OBJECTIVES 
  
       1) To present methods by using network flow 
analysis and mathematical model for solving the 
optimum solution to meet the minimum cost of table-
mat-and-napkin planning.  
       2) To perform the action plan of table-mat-and-
napkin planning problem. 
  

LITERATURE REVIEWS 
 
       Nonlinear programming problems with linear 
constraints [1] were formulated for planning an 
advertising campaign of goods and services. In this 
paper said that a generalization of the mathematical 
model and operations research problems were presented 
as the framework of an approach for planning.  
       A multi-commodity circulation minimum cost 
network flow model with side constraints [2] was 
claimed to increase productivity. It has long been 
recognized that productivity in manufacturing plants 
can often be increased by producing similar products in 
cells. This involves (i) assigning parts to individual 
machines, and (ii) forming machines into cells. These 
two activities have traditionally been carried out 
separately. However, most solution procedures for (i) 
above utilize a solution to (ii), and vice versa. Here we 
present a unified approach that deals with (i) and (ii) 
simultaneously.  
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       Dynamic programming techniques [3] were 
proposed that problems of efficiently responding to a 
situation in a Command, Control, Communications, and 
Intelligence (C31) network can be investigated. An 
initial mode1 in the form of an integer linear program 
was decomposed to reveal a recurrence relation, which 
could then be solved using a method of successive 
approximations. Because the recurrence relation could 
not be directly realized as an algorithm, a modified 
problem was proposed that considers only those 
candidate solutions having at most some prescribed 
number of transmission and transform operations. 
Solving this for successively increasing numbers of 
acceptable transforms eventually yields the optimum for 
the original model. With the understanding that the set 
of all possible allocations of information to nodes of the 
network may be infinite, some way of ensuring eventual 
termination of the algorithm is required. Two 
possibilities for limiting the state space were explored 
in this paper; the modified problem can be solved for 
some suitably large maximal number of operations, or a 
known upper bound on the optimal cost can be 
assumed. 
       Mathematical modeling [4] was presented as a 
theoretical investigation of the influence of blood flow 
through a tumour-induced capillary network, whereby 
the vascular architecture adapts as it grows to the 
associated haemodynamic forces resulting in what we 
describe as adaptive tumour-induced angiogenesis 
(ATIA). The network is generated in response to 
tumour angiogenic factors (TAFs), which are released 
from hypoxic cells within a solid tumour. First, a 
refined model was described for tumour-induced 
angiogenesis, which aims to describe the capillary 
growth process at the cellular level by explicitly taking 
into account the effects of matrix degrading enzymes 
and the local properties of the host tissue during 
endothelial cell migration. Then, blood rheological 
properties were incorporated into the formulation and 

investigate the influence of wall shear stress induced by 
the blood flow during dynamic vascular growth. After 
that a number of feedback mechanisms affecting 
vascular resistance and network architecture were gone 
on to examine. The results clearly demonstrate that the 
combined effects of network architecture and vessel 
compliance should be included in future models of 
angiogenesis if therapy protocols and treatment efficacy 
are to be adequately assessed. 
       The optimization based heuristic approaches [5] 
that suggested for solving an integrated one-
dimensional cutting stock-transportation problem 
(1DCSP&TP) was computed by decomposition 
principle. A 1DCSP&TP was formed into a 
mathematical model.  Due to a One-dimensional cutting 
stock problem is a classical NP-hard problem which 
cannot be solved with the polynomial computation time. 
Therefore, 1DCSP&TP is an application of large scale 
problem. Column-Generation Technique and Bender 
decomposition were applied for creating all possible 
essential cutting patterns. After that, the proposed 
heuristic method was raised to solve the problem. The 
solution of 1D-CSP&TP is necessary for planning 
production and transportation strategies in the lowest 
cost. 
 

METHODS 
 
       The network flow diagram of table-mat-and-napkin 
planning was conducted for easy generating the integer 
linear programming model. In this paper, this flow was 
performed for a week as shown in figure 1. There were 
two cloth types such as table mats and napkins (see also 
figure 2). If the numbers of existing clothes are not 
enough requirements, new pieces were purchased for 
fulfilling. In addition, existing clothes could be reused 
by laundry. There were two ways for laundry such as 
fast cleaning and normal cleaning.  
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Figure 1. Network flow diagram of  table-mat-and-napkin planning 
 
 

 
 

Figure 2. Table mat and napkin 
 

       The diagram has been shown the movements of 
table mats and napkins in each day which is very 
useful to perform Integer linear programming. Those 
relationships were analyzed for forming 
mathematical model.  The notations are categorized 
into 4 groups as following: 
 
1. Specify decision variables: 

Xij = Number of the existing cloth type i used in 
day j; where i=1 means Table Mat and i=2 
means Napkin, j=1,2,…,7    

Yij = Number of purchased cloth type i used in day 
j  

Rij = Number of fast cleaning cloth type i (within 
one day return) used in day j  

Pij  = Number of normal cleaning cloth type i 
(within two day return) used in day j  

2. Establish objective function: 
Z  =  Cost of napkin management (Baht per week) 

3. Constraints: 
Dij = Demands of cloth type i in day j 
Ni  = Total number of existing cloth type i  

4. Coefficients of decision variables: 
ai = Fast cleaning cost (baht/piece) of cloth type i 

 
 
bi = Normal cleaning cost (baht/piece) 
 
ci = Price of cloth type i (baht/piece) 

 
The mathematical model of table-mat-and-napkin 
planning is as follow: 

 
∑∑∑∑∑∑∑∑ +++=

i j
ij

i
i

j
ij

i
i

j
iji

i j
ij PbRaYcXZMin 0 

Subject to 
                   ( ) ( )2 1 , ,ij ij iji j i jX Y R P D i j− −+ + + ≥ ∀  

    ( ) ( )2 1 0, ,ij ij ij iji j i jX Y R P R P i j− −+ + + − − ≥ ∀  
                 iNX i

j
ij ∀≤∑ ,  

      , , , 0, ,ij ij ij ijX Y R P i j≥ ∀  
                           

 
RESULTS 

 
       In this paper, all data including demands were 
generated as shown in figure 3. Suppose, the number 
of napkins was greater than the number of table mats 
about 5%.  

 
 

 
 
 
 
 
 
 
 
 

Table Mat : Napkin

Day 1 276 290 pieces
Day 2 204 214 pieces
Day 3 181 190 pieces
Day 4 302 317 pieces
Day 5 286 300 pieces
Day 6 568 596 pieces
Day 7 407 427 pieces

DEMANDS



Proceedings of ASIMMOD 2009, January 22-23, Bangkok, Thailand 
 

 166

Table Mat : Napkin

Existing 600 700 pieces
Price 100 55 baht/piece
Fast cleaning 7 5 baht/piece
Normal cleaning 5 4 baht/piece

DATA

 
 

Figure 3. Data and demands for computing 
 

All data were formed in mathematical model 
of this particular problem as shown in the following: 
 

∑∑

∑∑∑∑∑∑
++

++++=

j
j

j
j

j
j

j
j

j
j

j
j

i j
ij

PP

RRYYXZMin

21

2121

45              

57551000 

Subject to 
276                  1111 ≥+ YX  
204                 1212 ≥+ YX  
181         111313 ≥++ RYX  
302 11121414 ≥+++ PRYX  
286 12131515 ≥+++ PRYX  
568 13141616 ≥+++ PRYX  
407 14151717 ≥+++ PRYX  
600                      1 ≤∑

j
jX  

0                   11111111 ≥−+ -PRYX  
0                12121212 ≥−−+ PRYX  
0       1313111313 ≥−−++ PRRYX  

0141411121414 ≥−−+++ PRPRYX  
0       1512131515 ≥−+++ RPRYX  

290                 2121 ≥+ YX  
214                 2222 ≥+ YX  
190         212323 ≥++ RYX  
317 21222424 ≥+++ PRYX  
300 22232525 ≥+++ PRYX  
596 23242626 ≥+++ PRYX  
427 24252727 ≥+++ PRYX  
700                      2 ≤∑

j
jX  

0                   21212121 ≥−+ -PRYX  
0                22222222 ≥−−+ PRYX  
0        2323212323 ≥−−++ PRRYX  

0242421222424 ≥−−+++ PRPRYX  
0       2522232525 ≥−+++ RPRYX  

  ,,0,,, jiPRYX ijijijij ∀≥  

 
By Excel Solver of Microsoft Excel, data for 

assessing were prepared as shown in figure 4. 
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68178 baht
Table Mat : Napkin Table Mat : Napkin

Day 1 276 290 pieces Existing 600 700 pieces
Day 2 204 214 pieces Price 100 55 baht/piece 1 276 >= 276
Day 3 181 190 pieces Fast cleaning 7 5 baht/piece 2 204 >= 204
Day 4 302 317 pieces Normal cleaning 5 4 baht/piece 3 181 >= 181
Day 5 286 300 pieces 4 302 >= 302
Day 6 568 596 pieces Table Mat : Napkin 5 286 >= 286
Day 7 407 427 pieces Expense 44679 23499 baht 6 568 >= 568

7 407 >= 407
8 0 >= 0

Table Mat : Napkin Table Mat : Napkin 9 0 >= 0
Day 1 276 290 pieces Day 1 0 0 pieces 10 0 >= 0
Day 2 10 81 pieces Day 2 0 0 pieces 11 0 >= 0
Day 3 0 0 pieces Day 3 0 0 pieces 12 0 >= 0
Day 4 26 27 pieces Day 4 181 190 pieces 13 600 <= 600
Day 5 82 86 pieces Day 5 286 300 pieces 1 290 >= 290
Day 6 206 216 pieces Day 6 0 0 pieces 2 214 >= 214
Day 7 0 0 pieces Day 7 0 0 pieces 3 190 >= 190
Total 600 700 pieces Total 467 490 pieces 4 317 >= 317

5 300 >= 300
6 596 >= 596

Table Mat : Napkin Table Mat : Napkin 7 427 >= 427
Day 1 0 0 pieces Day 1 276 290 pieces 8 0 >= 0
Day 2 194 133 pieces Day 2 204 214 pieces 9 0 >= 0
Day 3 181 190 pieces Day 3 181 190 pieces 10 0 >= 0
Day 4 0 0 pieces Day 4 121 127 pieces 11 0 >= 0
Day 5 0 0 pieces Day 5 0 0 pieces 12 0 >= 0
Day 6 0 0 pieces Day 6 0 0 pieces 13 700 <= 700
Day 7 0 0 pieces Day 7 0 0 pieces
Total 375 323 pieces Total 782 821 pieces

New pieces Normal cleaning

Table Mat and Napkin Planning

DEMANDS
Constrains

Min. Expenses=

Existing pieces Fast cleaning

 
 

Figure 4. Input data window for processing 
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The lowest cost was 68,178 baht per week as shown in figure 4 and its network flow diagram was 
demonstrated in figure 5. 

 

 
Figure 5. Network flow diagram 

 
After the model was computed, results could clearly interpret to table-mat-and-napkin plan for one week. 

The total number of purchased table mats was 375 pieces and the total number of purchased napkins was 323 pieces. 
For laundry, the total numbers of table mats and napkins in fast cleaning were 467 and 490 pieces, respectively and 
the total numbers of table mats and napkins in normal cleaning were 782 and 821 pieces, respectively.  For the 
details of how manage all table mats and napkins in each day were shown in table 1. 
 
Table 1. Results of Integer linear programming for napkin planning in restaurant with Minimum cost = 68,178 baht 
 

 Day Table Mat 
(Pieces) 

Napkin 
(Pieces)  Day Table Mat 

(Pieces) 
Napkin 
(Pieces) 

1 276 290 1 0 0 
2 10 81 2 0 0 
3 0 0 3 0 0 
4 26 27 4 181 190 
5 82 86 5 286 300 
6 206 216 6 0 0 

Ex
is

tin
g 

pi
ec

es
 (X

ij)
 

7 0 0 

Fa
st

 c
le

an
in

g 
(R

ij)
 

7 0 0 
1 0 0 1 276 290 
2 194 133 2 204 214 
3 181 190 3 181 190 
4 0 0 4 121 127 
5 0 0 5 0 0 
6 0 0 6 0 0 N

ew
 p

ie
ce

s (
Y

ij)
 

7 0 0 N
or

m
al

 c
le

an
in

g 
(P

ij)
 

7 0 0 
  
 

CONCLUSION 
 
       This study could find out the optimum of table-
mat-and-napkin planning by creating network flow 
diagram to facilitate generating linear programming 
model. Excel Solver was then used for the optimum 
execution. This approach could be applied in general 
term. Although, this problem is an integer linear 

programming, it could solve as a linear programming 
by relaxing all variables.  
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Abstract: Production scheduling in a multi-strand continuous casting process is complex while the 
need of production rescheduling frequently appears. This paper presents a production rescheduling 
system for a continuous slab casting process. The continuous casting process is a flexible flow shop 
and a bottleneck of steel production. In addition to have the job sequencing and resource allocation 
properly defined, the production stability due to the new schedule is also taken into account in this 
paper. A performance criterion and a rescheduling strategy are developed to fit the rescheduling 
process in a case of disruptions. Due to uncertainty in the casting process time, validated uncertainty 
process model and genetic algorithm (GA) are used as tools to optimize the new schedule. 
Optimization and simulation results indicate that under an uncertainty environment an effective 
schedule can be achieved by the objective function based on stability.  
 
Keywords: Rescheduling, Robust Optimization, Continuous Casting 

 
INTRODUCTION 

 Iron and steel sector is one of the most important 
industries due to being the upstream for manufacturing 
chain. Since it is capital intensive and the current 
production is on the mass customization focus, the 
productivity improvement through increasing some 
production lines is necessary, especially, on the 
continuous casting lines, which are the bottleneck. This 
requirement will not only raise the complexity of the 
production scheduling, but also that of the rescheduling. 
Thus, the development of the effective rescheduling 
methods is important.  
 For rescheduling, the previous researches proposed 
the objective function that takes the efficiency and 
stability into account such as Cowling et al.[1], which 
applied it for the single machine rescheduling case. 
Rangsaritratsamee et al.[2] and Pfeiffer et al.[3] applied it 
to the job shop production.  Recently, this concept was 
also applied on the steel making-continuous casting, 
which is the flexible flow shop. For instances, Yan-hai 
et al. [4] proposed the rescheduling based on stability in 
case of rush order and Guo et al.[5] applied the objective 
function based on stability on the rescheduling of a 2 
line continuous casting.  However, most of above 
researches defined the efficiency assessment in the 
objective function by the tardiness or makespan, which 
are not enough for the scheduling in the steel making-
continuous casting production as described in Tang et 

al.[6]. In addition, practically, since the uncertainty 
occurs on the steel making-continuous casting time, the 
rescheduling under uncertainty must therefore be 
developed. 
 This paper presents a production rescheduling 
system for a continuous slab casting process under 
uncertainty on the processing time. Characteristics of 
the process and rescheduling system will be described 
on the first two sections, respectively. Then the 
appropriate objective functions and uncertainty model 
will be defined. Finally, the optimal rescheduling 
examples will be shown in each case.   

 

CONTINUOUS SLAB CASTING 

 The steel production normally consists of 3 stages: 
melting, refining, and continuous casting as shown in 
Figure 1. In the melting stage, carbon, sulphur, silicon, 
and other impurity contents of molten iron are reduced 
to desirable levels by burning with oxygen in Electric 
Arc Furnace (EAF). The output from this stage is 
molten steel with the main alloy elements is transported 
to a refining furnace (RF) for refining. The operation at 
this stage further refines the chemicals and eliminates 
impurities in the molten steel or adds the required alloy 
ingredients. After that, refined molten steel is delivered 
to the caster and is poured into a tundish (buffer) for 
casting. At mould, the molten steel continuously 
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solidifies into strand at the bottom of the caster. The 
strand is straightened and directed toward the shear 
machines for cutting into steel slabs.  
 Normally, a furnace-load of steel is called Heat and 
a unit of production that consists of a sequence of 

operations on a heat is called Charge. A set of charges 
that continually casts on the same continuous caster and 
has a similar chemical composition is called Cast.  
 
 

 
     Fig. 1:  Steel making and continuous casting 

 
 

RESCHEDULING SYSTEM 

 Many manufacturing environments, including steel 
making industry, use an enterprise resource planning 
(ERP) or manufacturing execution system (MES) for 
medium and short term planning. With MES, real time 
information from the shop floor is feedback to improve 
the schedule as the rescheduling system in Fig 2. The 
optimal rescheduling decision is made based on the 
disruption events (such as the machine failure or rush 
order drive) and planned strategies. To predict the 
results of the designed schedule, the simulation unit, 
which is updated by the shop floor information, is 
integrated to the system.  
 To achieve the optimal rescheduling, 2 
performance indicators; efficiency and stability, are 
proposed in this paper.   
 
Efficiency Criterion 

 Typically, efficiency criterion for a production 
scheduling problem is often measured by makespan and 
tardiness[3],  However, the efficiency criterion for the 
continuous slab casting mostly takes the job/group  

 
sequencing of the production order, and allocation of 
production and utilization of manufacturing unit into 
account [6]. Therefore, this work defines the efficiency 
criterion, which is developed from objective functions 
in Xue et al.[7] and Tang et al.[6] in term of the 
production cost as follows:  
1. The loss of steel grade difference between each 

arranged charge. The mixed slab will be defined to 
the second grade product, therefore the steel grade 
must be the same or to be near.  

2. The loss of width and thickness change. During the 
continuous casting, steel slab, which is out of 
specification from the thickness or width change, 
must be disposed. 

3. The loss of consignment date, late of delivery leads 
to cost, e.g. for inventory and compensation to 
customers and shipping. 

4. The loss of casting break and waiting time, when 
the casting is broken (idled), the remaining of 
molten steel must be re-heated or drained out. The 
proposed efficiency criterion is shown on Eqs. (1), 
(2), (3) and (4). 
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Fig. 2:  Rescheduling system based on simulation 
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where 
• M  the total number of machines 
• P  the total number of casts 
• mP  the set of casts which are processed on  

  machine m  
• N      the total number of charges to be arranged 
• L   the maximum number of charges  for  a cast 
• kX  decision vector of k th cast, each element is the 

binary decision variable ijx  where equals 1 if charge 
j  belongs cast i and is processed on  machine m  

• ij
q  production cost matrix between charge i and 

j , which contains the losses as follows:  

• g
ijc  loss of steel grade difference 

• th
ijc   loss of thickness change 

• wd
ijc   loss of width change 

• cd
ijc  loss of consignment date 

• cb
ijc   loss of cast break  and waiting time. 

All of the loss functions can be shown as follows: 
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• 61 ,, ff Λ   penalty factors 

• id  ordered slab width of charge i  

• ih   ordered slab thickness of charge i  

• maxDΔ maximum width  
• maxTW maximum waiting time  

• ic   consignment date of charge i  

• it   start time of charge   i  

• iT   processing time of charge   i  

• ia   arrived time of caster of charge 
 

Stability Criterion  

 When a new production schedule of an area is 
complied, the job sequence that is changed has an effect 
to upstream line through downstream line such as 
machine re-setup, rescheduling in other areas. Mostly, 
the effect is measured in term of stability, which is 
expressed by the deviation of start and/or completion of 
production, as explained in the works of Cowling et 
al[1], Rangsaritratsamee et al.[2], and Pfeiffer et al.[3]. To 
reduce the effect on upstream, this paper assume that 
there is available time for re-schedule of the 
downstream. In other words, the study on starting time 
deviation is used for measuring the schedule stability as 
expression (5); not considering on downstream line.  
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where mit , and mit ,′ are the start casting process time of 

charge i  on machine m of the old and revised 
schedules, respectively.  α is the weighting factor and 

mN is the total charges which are cast on machine m . 
 From above, the performance criteria for the 
optimal rescheduling can be defined by combining (1) 
and (5) as shown in (6). By using the stability factor 
( β ), the compromise between the efficiency and 
stability can be performed.   
  STEz )1( ββ −+=                             (6) 
 
Rescheduling Strategies 

 The rescheduling strategy is to control the decision 
based on the disruptions for handle the remaining jobs 
such as decision to do nothing or reschedule, including 
to appropriately define the objective function 
parameters (in case of rescheduling is decided). 
Normally, the rescheduling can occur for a variety of 
reasons (Lee et al. [7]). 
• A manufacturing unit goes down.  
• Excessive defects occur during an operation. 
• A new, high-priority order is introduced. 
• An order is canceled. 
 However, most papers mainly focus on 2 
disruptions; rush order case such as Guo and Li[5], and 
machine failure case, which includes shutting down to 
maintenance such as Guo et al.[8] and extending the 
processing time such as Akturk and Gorgulu[9]. This 
paper deals with both cases. The definition of the 
strategy is discussed later.  
 
 

SIMULATION MODEL AND UNCERTAINTY 

 Since the stability is defined according to the 
upstream line, the parallel production, as shown in 
Figure 3, which contains the melting and refining 
processes, is studied by simulation. The real data from a 
factory, which is a single line, is used to complete the 
parallel line model. In this model, the uncertainty of the 
processing time of each process is considered as 
follows. 
 
Uncertainty Analysis 

• Melting time: Typically, the uncertainty of the 
processing time depended on the operator’s 

experience and skill such as to manually control of 
electric input and chemical elements, and slag 
forming. By the actual production data of a steel 
factory, 1000 samples of the processing time are 
represented via a probability density function (PDF) 
as shown in Table 1 

• Refining time: Normally, the melting and refining 
processes are deterministically defined with the same 
processing time as the melting (Bellabdaoui and 
Tegham[10]). However, for the uncertainty, it is 
similar with melting case; the experience and skill 
are the main reason. By the same number of data, the 
processing time are expressed as shown in Table 1. 

• Casting time: Since the processing time of the 
continuous casting process depends on the variety 
factors such as slab dimension, casting speed and 
steel weight in ladle, it provides the different 
processing time at each charge as shown on equation 
(7). The uncertainty occurs on the steel weight, 
which is different in each ladle that depended on the 
amount of the added element during the refining 
process. By the same number of data, the steel 
weight is expressed as shown in Table 1. 

  
steeliii

steel
i hdv

W
p

ρ
=                                   (7) 

where  steelW  is steel weight in ladle, steelρ  is steel 
specific weight, id and ih  are slab width and 
thickness of charge i , respectively, and iv  is casting 
speed, which depends on steel grade and mould 
dimension. 

 
Fig. 3:  An actual production line from a factory (solid line) 

 
Table 1:  Expression of the process time  

Parameter Range Expression 
Melting time 40.5-79.5 42.5 + Gamma (2.03, 10.6) 

Refining time 50.5-99.5 50.5 + 49*Beta (1.4, 1.01) 

Ladle weight 170-206 Norm (188, 6.18)  

Validation 

 To validate the process model, confidence interval 
approach, which is described by Sagent et al.[11] and 
Buranathiti et al.[12], is applied. By this approach, if all 
corresponding experiment results are found in 
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confidence intervals created on PDF of the model, the 
model will be not considered to be invalid at the design 
space tested with that confidence interval. In other 
words, there is not enough statistical evidence to reject 
the null hypothesis (accepted 0H with type I error). 
 To achieve the approach, Monte Carlo simulation 
(MCS) using the processing time in Table 1 and 
comparison of PDF between the simulation results and 
actual data. The simulation model is created on 
MATLAB/Simulink and 240 replications are run. The 
competition time is recorded and calculated confidence 
intervals are shown in Table 2.  The results point that 
confidence intervals of the actual data are in 95% 
confidence intervals from the simulation results, thus 
designed model is good enough to represent the actual 
production.  
 

Table 2:  Monte Carlo simulation results 
Normal 

distribution Data source 
No.  
of  
Data x  xσ  

Confidence  
interval (95%) 

Melting     
Act. production 240 64.42 10.40 [44.03, 88.04] 
Simulation 240 63.76 16.25 [31.91, 95.61] 
Refining     
Act. production 240 128.84 23.59 [82.55, 175.10] 
Simulation 240 129.05 36.05 [58.38, 199.72] 
Casting     
Act. production 240 74.53 7.14 [60.51, 88.54]  
Simulation 240 73.86 8.50 [57.23, 90.51] 

 

OPTIMIZATION 

Minimax Formulation 

 To deal with the uncertainty, the robust discrete 
optimization is applied in this paper. In general, it can 
be formulated as follows: Let X is the set of all 
solutions and S is the set of all possible scenarios. And 

),( sxz  is an objective function of solution Xx∈  in 
scenario Ss∈ . The problem is to find the best solution 
on the worst-case scenario, in other words, it is the 
same as minimizing (overall solutions) the maximum 
(overall scenarios) cost: 
 
  ),(maxmin sxz

SsXx ∈∈
                                    (8) 

 

Genetic Algorithm 

 Genetic algorithm (GA) is applied for searching the 
robust schedule in this paper because it is widely-used 
and suitable for the flow shop production [13]. By the 
minimax problem, two loops of GA; for searching the 
optimal schedule structure (outer loop) and the worst 
scenario (inner loop), have to be performed. The result 
of the inner loop will be used as the fitness value of the 
outer loop. 
 For chromosome coding for rescheduling problem 
in this paper, the feasible solutions and scenarios are 
coded into the binary chromosomes in a form of 

),,( 1 PXXx Λ=  and ),,( 1 MWWs Λ= , where iX is 
the decision vector in equation (1) and iW  is the steel 
weight for casting on each machine in equation (7). By 
this coding, the charge grouping/sequencing is pointed 
by the amount and position of elements of iX that is set 
to 1. Other parameters of GA and objective function, 
which are defined based on the actual casting cost from 
a factory, are shown in Table 3. 
 
 Table 3: Objective function and GA parameters 

Objective function Genetic Algorithms 
Parameters Value Parameters Value 

,21 , ff  600, 7.36,  Representation  Binary 

,43 , ff  1612, 300,  Population 
size  30 

,5f 6f  300, 6.7 Max. iteration  40 

N , P , L  12, 2, 4 Crossover Single point 
(rate 0.8) 

∞  14400 Selection Stochastic 
uniform 

maxWΔ  4 mm Mutation Random  
   (rate 0.01) 

  
 

RESCHEDULING 

 In this section, the case study of 12 charges of 
continuous casting is rescheduled with machine failures 
and rush order disruptions.  
 
Definition of Rescheduling Strategy 

 To define the rescheduling strategy, the behavior of 
the objective function through varying the stability 
factor is firstly studied. For the case study in this paper, 
5 replications of simulation using the mean processing 
time are performed and the average queue time, cast 
break (idle) time, efficiency, and stability are observed. 
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The results are normalized and shown on Figure 4. It is 
noted that in addition to the stability-oriented cases 
(low β ) providing a bad efficiency, the cast break is 
also bad while the stability and queue time trend are 
decreased. By the factor trends, the strategy can be 
defined as follows: 
• Machine failure case: In this situation, the 

processing time on some machines is extended or 
shut down for maintenance. In case of unchanging 
the schedule at the upstream line, reducing the 
effect to upstream line by the low stability factor is 
necessary. Therefore, β = 0.4, which is the 
compromise point between the total cast break and 
queue, is proper for this case study. 

• Rush order case: In this situation, some products 
(charges) must be replaced by the rush orders. 
Since the rescheduling have to be done through the 
production line, the efficiency should be therefore 
emphasized by choosing the high stability factor. 
Thus, 8.0=β  is used for this case study. 

 

 
Fig. 4:  Relation of the variety factors by varying β   

 
 
Rescheduling:  Machine failure case 

 
 Regarding the defined strategy, objective function, 
and parameters in Table 3, rescheduling occurs under 
the following conditions: 
• An initial production schedule is on Table 6. 
• The machine failure disruption on the caster 1 

occurs while the 2nd charge is casting (and 5th 
change is on the caster 2). The caster 1 has to be 
maintained for 20 minutes, thus 3rd and 6th-12th 
charges will be rescheduled. 

• The strategy with β =0.4 is used. The revised 
schedule will be compared with the revised 
schedule that the stability is not taken into account 
( β =1.0). 

 Results are shown on Table 4. They indicate the 
best worst case performance at $17226.34 for β =0.4 

and $27772.21 for β =1.0. The revised schedules of 
both cases are shown in Table 7 and 8, respectively. By 
unchanging the charge sequence on upstream 
production line, the revised schedule based on stability 
( β =0.4) will provide less queue time because it is 
close to the old schedule. 
 After running the Monte Carlo simulation using the 
best worst case schedule with 200 replications, shown 
in Figure 6; it shows that more than 95% of the 
objective values are under the best worst case obtained.
  
 

 
Fig. 5: Best objective value in each generation ( β =0.4) 
 
 
 

 
Fig. 6: Comparison of the objective value with uncertainty 
by MCS and the optimal objective value ( β =0.4). 
 
 
 

Table 4:  Optimization results 

Parameters  
β Queue 

(min) 

Cast  
break 
(min) 

Efficiency 
($) 

Stability 
($) 

z  
($) 

Machine failure case 

1 246.4 118.2 27772 5309.4 27772 
0.4 125.2 57.4 36220 4563.8 17226 

Rush order case 

0.8 158.1 112.8 11768 4503 26297 



Proceedings of ASIMMOD 2009, January 22-23, Bangkok, Thailand 
 

 176

 

Rescheduling:  Rush order case 

 Under the same circumstance of the machine 
failure case, a planner receives a rush order disruption 
for a charge as shown in Table 5.  Thus, the 3rd and 6th 
to 12th charges have to be re-arranged using the strategy 
rush order case ( β =0.8).  In this case, the replaced 
charge and optimal schedule have to be searched. 
 

Table 5:  Rush order 

Consign-
ment date 

Grade 
Serial Steel grade Width 

(mm) 
Thickn. 
(mm) 

Weight 
(ton) 

14/12/07 D011 1008MnDK-M1 1230 60 16000 

  
 The results shown in Tables 4 and Figure7 indicate 
that the best worst case performance is at $26297 by 
replacing the 7th charge and the revised schedule is 
shown in Table 9. The comparison of the cost between 
the revised schedule and the old schedule at the worst 
scenario, which is $26750 as shown in Figure 8, clearly 
shows that the rescheduling is a better solution (higher 
robustness).  
 

 
Fig. 7: Best objective value in each generation ( β =0.8) 

 
Fig.8 :  Comparison of the objective values by MCS and  
            the optimal objective value ( β =0.8). 
 . 

CONCLUSION 

 Suitable rescheduling for continuous slab casting 
can be achieved by the proposed rescheduling system 
and performance criterion based on stability. To 
perform this approach, uncertainty of the processing 
time was analyzed and modeled. The strategy, which is 
the compromise between the efficiency and stability, 
was defined for 2 case studies; (1) the Machine failure 
and (2) rush order disruptions. The problem was 
formulated to the minimax optimization and solved by 
GA with simulation. The results show that the new 
schedules of both cases are the best worst cases that are 
enough robust to the uncertainty and can provide an 
acceptable performance. 
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Table 6:  Original schedule 
Caster Cast 

No. 
Charge 
No 

Consign-
ment date 

Grade 
Serial Steel grade Width 

(mm) 
Thickness 
(mm) 

Weight 
(ton) 1 2 

 1 16/12/07 D020 1008MnDK2 1272 60 14300 ×  
1 2 16/12/07 D020 1008MnDK2 1258 60 14300 ×  
 3 16/12/07 D020 1008MnDK2 1252 50 14300 ×  
 4 16/12/07 D011 1008MnDK-M1 1230 60 16000  × 
2 5 16/12/07 D011 1008MnDK-M1 1230 60 16000  × 
 6 16/12/07 D013 1008MnDK-M3 1272 60 24500  × 
 7 16/12/07 D013 1008MnDK-M3 1552 50 14300 ×  
3 8 16/12/07 D013 1008MnDK-M3 1245 50 16000 ×  
 9 16/12/07 D021 1008MnDK2 1240 60 16000 ×  
 10 16/12/07 G001 1007DKGXA-00 1272 60 14300  × 
4 11 16/12/07 G001 1007DKGXA-00 1255 60 19500  × 
 12 16/12/07 G001 1007DKGXA-00 1275 50 24500  × 

 
 
 

Table 7:  New schedule in case of β = 0.4 (Machine failure case)  
Caster Cast 

No. 
Charge 
No 

Consign-
ment date 

Grade 
Serial Steel grade Width 

(mm) 
Thickness 
(mm) 

Weight 
(ton) 1 2 

 1 16/12/07 D020 1008MnDK2 1272 60 14300 ×  
1 2 16/12/07 D020 1008MnDK2 1258 60 14300 ×  
 4 16/12/07 D011 1008MnDK-M1 1230 60 16000  × 
2 5 16/12/07 D011 1008MnDK-M1 1230 60 16000  × 
 3 16/12/07 D020 1008MnDK2 1252 50 14300 ×  
3 10 16/12/07 G001 1007DKGXA-00 1272 60 14300 ×  
 11 16/12/07 G001 1007DKGXA-00 1255 60 19500 ×  
 6 16/12/07 D013 1008MnDK-M3 1272 60 24500  × 
 7 16/12/07 D013 1008MnDK-M3 1552 50 14300  × 
4 8 16/12/07 D013 1008MnDK-M3 1245 50 16000  × 
 9 16/12/07 D021 1008MnDK2 1240 60 16000  × 
 12 16/12/07 G001 1007DKGXA-00 1275 50 24500  × 

 
 
 
 

Table 8:  New schedule in case of β = 1.0 (Machine failure case)  
Caster Cast 

No. 
Charge 
No 

Consign-
ment date 

Grade 
Serial Steel grade Width 

(mm) 
Thickness 
(mm) 

Weight 
(ton) 1 2 

 1 16/12/07 D020 1008MnDK2 1272 60 14300 ×  
1 2 16/12/07 D020 1008MnDK2 1258 60 14300 ×  
 4 16/12/07 D011 1008MnDK-M1 1230 60 16000  × 
2 5 16/12/07 D011 1008MnDK-M1 1230 60 16000  × 
 3 16/12/07 D020 1008MnDK2 1252 50 14300 ×  
3 6 16/12/07 D013 1008MnDK-M3 1272 60 24500 ×  
 7 16/12/07 D013 1008MnDK-M3 1552 50 14300 ×  
 8 16/12/07 D013 1008MnDK-M3 1245 50 16000 ×  
 9 16/12/07 D021 1008MnDK2 1240 60 16000 ×  
4 10 16/12/07 G001 1007DKGXA-00 1272 60 14300  × 
 11 16/12/07 G001 1007DKGXA-00 1255 60 19500  × 
 12 16/12/07 G001 1007DKGXA-00 1275 50 24500  × 
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Table 9:  New schedule in case of rush order  
Caster Cast 

No. 
Charge 
No 

Consign-
ment date 

Grade 
Serial Steel grade Width 

(mm) 
Thickness 
(mm) 

Weight 
(ton) 1 2 

 1 16/12/07 D020 1008MnDK2 1272 60 14300 ×  
1 2 16/12/07 D020 1008MnDK2 1258 60 14300 ×  
 4 16/12/07 D011 1008MnDK-M1 1230 60 16000  × 
2 5 16/12/07 D011 1008MnDK-M1 1230 60 16000  × 
 3 16/12/07 D020 1008MnDK2 1252 50 14300 ×  
3 6 16/12/07 D013 1008MnDK-M3 1272 60z 24500 ×  
 8 16/12/07 D013 1008MnDK-M3 1245 50 16000 ×  
 9 16/12/07 D021 1008MnDK2 1240 60 16000 ×  
 7 14/12/07 D011 1008MnDK-M1 1230 60 16000  × 
4 10 16/12/07 G001 1007DKGXA-00 1272 60 14300  × 
 11 16/12/07 G001 1007DKGXA-00 1255 60 19500  × 
 12 16/12/07 G001 1007DKGXA-00 1275 50 24500  × 
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Abstract: This research focuses on an improved use of the storage area by reducing the time for the 
yard cranes to transfer containers from the storage area to the marshalling area for loading onto the 
vessels. Minimizing the handling time of containers in the storage yard reduces to the problem of 
finding an efficient stacking strategy and a loading schedule that avoids unnecessary moves of 
containers in the storage yard.  Two loading strategies are examined, namely LCFS and FCFS in terms 
of handling time in the storage area. Results show that an LCFS loading schedule is far more efficient 
than an FCFS schedule.  A genetic algorithm (GA) is used to optimize both loading schemes. The 
effect of the genetic operators on the solutions are analyzed and results show that a GA with mutation 
as operator only is best in finding efficient solutions. 
 
Keywords: Containers, storage location, genetic algorithm 

 
INTRODUCTION 

 
 A container terminal serves as an interface 
connecting container vessels on sea with trucks on land. 
It provides loading and unloading services for the 
container carriers. On top, the terminal serves as a 
temporary storage space for containers between two 
journeys on carriers. Due to increasing container traffic, 
sometimes thousands of trucks pass the gates of the 
terminal, of which probably the surface area is 
relatively small. This combination requires for highly 
efficient handling of the operations. Efficient methods 
are required for assigning containers to storage areas 
before export, in order to reduce berthing times.  
 Quay cranes discharge inbound and transit 
containers from vessels and load outbound and transit 
containers to vessels. The storage yard is made up of 
blocks of containers. In a block, containers are stored, 
usually in six lanes side by side, with each lane 
including 20 or more container stacks. The level at 
which a container is stacked is called a tier. Container 
stacks typically have four or five tiers.  
 Performance indicators of a container terminal 
have been defined, measuring productivity, resource 
utilization and customer satisfaction. Two examples of 
performance indicators taken as objectives are: (1) to 
minimize the vessel berthing time, which is a service 
measure of the terminal, or (2) to maximize the 
throughput of the quay cranes, which is a productivity 
measure of the terminal.  

 The berthing time of a vessel consists of several 
components like waiting, berthing, unloading, loading 
and departing. The times spent in each of those 
components are related to availability of required 
resources. Quay cranes discharge and load the 
containers. Internal trucks provide transportation of 
containers between the quay cranes and the storage 
blocks. External trucks bring outbound containers into 
the yard and pick up inbound containers from the yard. 
Yard cranes handle the containers in the storage blocks. 
They load containers from trucks and stack them onto 
blocks, and retrieve containers from blocks and load 
them onto trucks. Decisions about the storage of 
containers in the yard directly affect the workload of 
yard cranes and the travelling distances of the internal 
trucks and indirectly affect the efficiency of the quay 
cranes. 
 An overall optimization model of the operational 
decisions in a container terminal is not easy, and maybe 
not feasible, because of the complexity and the multi-
criteria nature of the problem. In fact, decisions are 
required on berth allocation, schedule and stowage plan 
of the vessels, quay crane allocation, storage space 
allocation, location assignment of containers in blocks, 
etc. It looks more feasible to split the overall problem 
into several sub-problems. This paper concentrates on 
the storage location of outbound containers in the yard. 
 This research focuses on an improved use of the 
storage area by reducing the time for the yard cranes to 
transfer containers from the storage area to the  
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marshalling area for loading onto the vessels. The 
objective is to minimise the time the vessels spend at 
the berth. To obtain this objective the time spent 
transferring containers from a storage area to the vessel 
(i.e. the sum of set up times and travel times for all 
containers) needs to be minimised. 
 While the model may be formulated as a mixed 
integer linear program, its computational complexity 
increases exponentially with the number of containers 
in the schedule. A genetic algorithm is formulated as a 
tool to generate good solutions.  
 According to Dekker et al.[1], the main objectives 
of a stacking strategy are a) efficient use of storage 
space, b) efficient and timely transportation from quay 
to stack and further destination and vice versa, and c)  
avoidance of unproductive moves. The second 
objective can be achieved by stacking export containers 
close to the destination ship so that the handling time 
will be short. The first and third objectives contradict 
each other since the ideal arrangement of containers 
which avoids unproductive moves is to have a stack 
with a maximum height of one container which leads to 
an inefficient use of storage space. 
 Other issues include the manner of stacking export 
containers which may be according to container 
information such as size, weight, departure time, and 
destination ship among others..  In category stacking, 
containers of the same category are stacked together in 
the same yard bay or in contiguous yard bays. In the 
residence time strategy, a container is stacked relative  
to its departure time i.e. containers which leave earlier 
are stacked on top of  containers that leave at a later 
time.  Steenken et al.[2] present two methods, a) storage 
planning wherein storage space is allocated before the 
ship’s arrival and  b) scattered stacking wherein 
containers are assigned to a berthing place before a 
ship’s arrival. Dekker et al.[1] states that scattered 
stacking results in higher yard utilization and offers a 
significant reduction in the number of reshuffles 
(unproductive moves).   
 A description of  unproductive moves in port 
terminals is provided by Chen et al.[3] while Murty[4] 
defines an objective function of minimizing reshuffles 
and maps a solution which is analogous to a bin 
packing problem. In category stacking, weight is a 
useful criterion as heavy containers are usually stored 
deep in a ship. Kim et al.[5] derived decision rules using 
weight groups for determining the storage slots of 
arriving containers through dynamic programming. 
Kim and Kim[6] relate the efficiency of loading 
operations to a loading sequence derived from a routing 
solution of transfer cranes. Kim and Bae[7] describe an 

approach to move containers efficiently from a current 
layout to an ideal layout by decomposing the container 
problem into two stages – a bay matching problem and 
a sequencing problem. They propose that heuristic 
techniques should be developed for more efficient 
calculations. Kozan and Preston[8] describe the effects 
of loading schedules and storage utilization in 
minimizing turn-around time of container ships through 
genetic algorithms. Kim et al.[9] define a beam search 
algorithm to minimize handling time of transfer cranes 
and quay cranes for export containers. Other studies 
show the importance of improving space allocation 
methods of export containers in the management of port 
terminals[10,11,12]. 
 

CONTAINER LOCATION MODEL 
 
 In practice wherever possible, storage yards are 
grouped into two categories, import and export yard 
blocks.  Import containers are unloaded from container 
ships from overseas and continue through inland 
transport while export containers are loaded on ships 
for overseas. Arrival of import containers is foreseeable 
but their departure is unpredictable. Because of the 
randomness in their departure, import containers are not 
stacked so high. Departure of export containers is 
usually connected to a ship and can be stacked more 
efficiently. This paper mainly addresses the problem of 
stacking export containers and show how loading 
schedules affect handling time in seaport terminals.   
 According to Kozan and Preston[8], the objective of 
the container location model (CLM) is to determine the 
optimal storage strategy for various handling schedules 
such that the containers must be stored in a manner that 
minimizes the amount of handling time.   
 
Making use of the following definitions: 
travelling_time is the time required to transport 
container i between the storage area, marshalling area, 
track area and inter-modal terminal and is defined as 

lock
V

CWyRWx
lock ii +

+
+              

setup_time is the time required to access the desired 
container  i  at the storage area and defined as 

⎭
⎬
⎫

⎩
⎨
⎧ +++

0
2)24( movelockmovelockzi  

move is the time required to move containers to an 
adjoining position to access containers below   
CW is the length of a column of the storage area 
lock is the timetime needed for the yard machinery  to 
lock-on  to a container before picking it up. This is also 
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assumed to be the time to unlock a container after 
moving it. 
RW is the width of a row of the storage area 
xi is the  row where container i is stored 
yi is column in the storage area where container i is 
stored 
zi,t  is the vertical storage position of container i 
V is the  velocity of the yard machine 
 
They define the optimization problem as, 
 
Minimize Max ( )∑ + ii time_setuptime_travelling  
Subject to the Constraints 
1. Only one container can be stored in a given storage 

position 
2. A yard machine is scheduled to handle one 

container at a given time. 
3. A container arriving at time t’ cannot be stored 

under a container arriving at time t such that t < t’. 
 

SOLUTION METHOD 
 
 Evolutionary algorithms are adaptive heuristic 
search algorithms based on the evolutionary ideas of 
natural selection and genetics. As such they represent 
an intelligent exploitation of a random search used to 
solve optimization problems. Although randomized, 
EAs are by no means random instead they exploit 
historical information to direct the search into the 
region of better performance within the search space. 
At each generation, a new set of approximations is 
created by the process of selecting individuals 
according to their level of fitness in the problem 
domain and breeding them together using operators 
borrowed from natural genetics. This process leads to 
the evolution of populations of individuals that are 
better suited to their environment than their ancestors, 
just as in natural adaptation. 
 A number of multiobjective evolutionary 
algorithms (MOEA) exist and Zitzler’s et al.  SPEA2[13] 
is regarded as one of the better elitist algorithms. It has 
three favorable characteristics. First, SPEA2 features an 
excellent fitness assignment strategy that accounts for 
an individual’s strength in terms of the individuals that 
it dominates and the strength of its dominators. Second, 
SPEA2 incorporates a density estimation technique 
which discriminates individuals efficiently, and third, it 
has an archive truncation method that prevents 
boundary solutions from elimination.  Zitzler et al.[14] 
provided a ready-to-use package which implements 
SPEA2 for multiobjective optimization problems. The 
public-domain package, Platform and Programming 

Language Independent Interface for Search Algorithms 
(PISA) is used to generate solutions to the container 
location problem. 
 
Genetic Representation and Operators for the CLM 
 
 A chromosome or an individual consists of integer-
valued elements that form a string which contains the 
location of a container in the storage yard. The index of 
each element in the string represents the ID of each 
container.  The length of the chromosome is variable 
and may not be greater than the number of containers, 
n. A chromosome is randomly generated and an integer 
with a value less than the maximum size of the storage 
block is assigned to each position of the chromosome.  
The assignment of storage locations ensures that CLM 
constraints are met, e.g. a container which arrives at 
time t cannot be stacked on top of a container which 
arrives at time t+1.  The fitness of an individual is 
computed based on handling time of containers, i.e. the 
sum of the travelling_time and setup_time in loading 
the necessary containers on a container ship. The 
individual which has a smaller fitness value is the better 
the solution. The crossover operator is an adaptation of 
the one-point crossover.  For each pair of individuals, a 
locus is randomly selected from one of the 
chromosomes and the value of the locus is interchanged 
with the value of the locus in the other chromosome.  
Repairs are done to ensure that only one container is 
assigned to a single storage space and that a container 
does not occupy a location that is not positioned on the 
ground or on top of another container.  In the mutation 
operator, a locus is randomly selected from the 
chromosome and the value of the locus is replaced by a 
new value whenever there is a vacant position in the 
storage block.    
 
Fitness Evaluation and Selection 
 

The fitness function is evaluated using SPEA2. 
SPEA2 first assigns a strength value S(p), to each 
individual  p from  the archive ( N ) and population (N)  
representing the number of solutions p dominates. Then 
the raw fitness R(p) of each individual p is calculated 
which measures the strength of p’s dominators. The raw 
fitness acts as a niching mechanism but poorly performs 
when most solutions in M=N+ N  are non-dominated, 
i.e. the population forms new solutions in only a few 
clusters, in effect compromising exploration of the 
search space. This phenomenon is called genetic drift.   

SPEA2 introduces a density estimator, a fitness 
sharing mechanism to avoid genetic drift. The density 
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estimator is defined as the inverse of the distance of an 
individual in objective space to the k-th nearest 
neighbor. The density value is then added to the raw 
fitness value to give the final fitness function.   
 The selection operator in SPEA2 offers two 
selection procedures, environmental and mating 
selection. The environmental selection is concerned 
with choosing individuals that will have to move on to 
the next generation archive 1+tP  from the current 
archive tP  and population tP . SPEA2 maintains an 
archive tP  in each generation and is composed of the 
“best” individuals of a fixed size N  which is equal to 
the population size N. Two usual situations may occur 
in selection.  First, the number of non-dominated 
solutions in 1+tP is less than N .  SPEA2 resolves this 
by adding the “best” dominated individuals from 

tP + tP  to 1+tP . Second, the number of non-dominated 
solutions for the next generation is greater than N . 
SPEA2 uses a truncation procedure whereby the 
individual with the minimum distance to another 
individual is truncated until | 1+tP |= N .  SPEA2 
implements binary tournament selection with 
replacement to fill in the mating pool. This type of 
mating selects two solutions at a time in each 
tournament. Their fitness values are evaluated and the 
better solution is placed in the mating pool. 

 
RESULTS AND DISCUSSION 

 
 The experiment intends to show by comparison, 
the performance based on handling time of two export 
container loading schemes namely, LCFS and FCFS. 
The study also intends to evaluate the viability of a 
genetic algorithm in optimizing solutions generated 
from the standard LCFS and FCFS schedules and 
evaluate the effect of the genetic operators on the 
output such as crossover and mutation.  
 The experiment has the following assumptions: 
1.  A single yard machine is considered. 
2.  All containers for loading are located in one block 
and near the departure ship. 
3.  One block is composed of 5 yard bays. One yard bay 
contains 6 rows and is 4 tiers high. 
4.  All containers are loaded in only one departure ship 
and a maximum of 120 containers can be loaded. 
5.  V=.33 m/s, RW=2.4 m, CW=6.1 m, lock=60 sec, and 
move=60 sec. 
 Ten configurations for the storage utilization are 
defined, i.e. from 10% to 100% usage.  For each usage 
configuration. Hundred instances of container 
arrangements are randomly generated.    

 Fig. 1 shows a comparison of the average handling 
time of both the FCFS and the LCFS loading schedule 
with regard to storage use from 10% to 100%. The 
LCFS schedule shows a linear behavior and its slope is 
small whereas the FCFS schedule produces a curve 
wherein the handling time increases dramatically as the 
storage use increases. The performance of the LCFS 
loading becomes obviously better whereas the FCFS 
schedule becomes worse as the utilization of the storage 
yard increases. This is due to the fact that the storage 
yard emulates a stacking structure.  
 The storage block in this experiment contains 120 
storage spaces, i.e. six rows, 5 columns, and 4 tiers 
which means that one tier can accommodate 30 
containers.  In this context, the performance of FCFS is 
ideal only if the containers are placed in one tier but if 
the number of containers to be stored  is more than 25% 
of the storage block capacity then the LCFS loading 
scheme will always perform better than the FCFS. 
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Fig. 1: Handling time. LCFS vs. FCFS 
 
 With regard to the GA, three configurations are 
used, a) GA with crossover only, b) GA with mutation 
only, and c) GA with both mutation and crossover. 
Each configuration is tested on both the FCFS and 
LCFS loading schemes. An initial population of 100 
individuals was generated and run for 25 generations.  
Initial tests show that a generation count exceeding 25 
did produce significant improvements in the solutions. 
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Table 1: Best solutions in an FCFS and GA-FCFS-
mutation only 

Storage 
Use (%) 

FCFS 
(minutes) 

GA-FCFS 
(minutes) 

Difference 
(minutes) 

10 30.44 30.44 0.00 
20 84.46 83.60 0.86 
30 200.2 182.19 18.01 
40 326.21 318.92 7.29 
50 488.66 486.94 1.72 
60 676.82 670.38 6.44 
70 887.26 880.40 6.86 
80 1131.57 1128.13 3.44 
90 1402.43 1400.72 1.71 

100 1693.03 1693.03 0.00 
  
 Table 1 presents a comparison of the best solutions 
in the standard FCFS schedule and the GA-mutation-
only (GA-FCFS). The mutation probability = 1.0.  
Table 1 shows that the GA-FCFS solutions have shorter 
handling times for each storage utilization configuration 
as compared to the results of the standard FCFS. The 
difference in container handling time between the FCFS 
and the GA-FCFS is shown in the rightmost column. 
There does not exist any pattern in their differences but 
an improvement in handling time for each configuration 
is obvious, particularly when the storage utilization is 
30% (18 minutes improvement).  
 Table 2 presents a comparison of the best solutions 
in the standard LCFS schedule and the GA-mutation-
only (GA-LCFS). Table 2 shows that the GA-LCFS 
solutions have shorter handling times for each storage 
utilization configuration as compared to the results of 
the standard LCFS. The difference in container 
handling time between the FCFS and the GA-FCFS is 
shown in the rightmost column. There exists similarities 
among the improvement of handling times from 20% 
utilization and 80% utilization and there is no single 
configuration wherein the improvement is significantly 
higher than the rest. 
 The improvements in the solutions by the GA-
mutation-only mean that the mutation operator is able 
to explore better solutions in the search and at the same 
time exploit the good solutions that have been identified 
in previous generations. 
 
 
 
 
 
 
 

Table 2: Best solutions in an FCFS and GA-FCFS 
mutation only 

Storage 
Use (%) 

LCFS 
(minutes) 

GA-LCFS 
(minutes) 

Difference 
(minutes) 

10 28.29 24.43 3.86 
20 62.17 56.16 6.01 
30 95.61 87.88 7.73 
40 130.77 120.9 9.87 
50 163.79 155.63 8.16 
60 198.09 188.22 9.87 
70 232.39 224.24 8.15 
80 267.13 260.26 6.87 
90 304.43 300.14 4.29 

100 343.03 343.03 0.00 
  
 Results (not shown) for the GA-crossover-only 
show no improvement in the handling time of the best 
solutions resulting from the standard LCFS and FCFS 
schemes. The GA-crossover-only generated the same 
solutions as the standard scheduling schemes results. 
This means that the crossover operator does not explore 
the search space and quickly converges to known 
solutions in the search space.  In the case where the GA 
used both crossover and mutation, the mutation 
operator dictated the results in the final generation.  
This implies that the crossover operator has almost no 
effect in finding new solutions in the search space for 
both the FCFS and LCFS loading schemes. 
 

CONCLUSION 
 
 This paper presents the differences in the 
performance of an LCFS and an FCFS loading schedule 
according to the duration of their container handling 
time and storage yard utilization.  Results show that an 
LCFS loading schedule is superior to an FCFS loading 
schedule particularly when the storage utilization is 
higher than 25%.  The employment of a GA in both 
FCFS and LCFS schedules show improvement in their 
handling times but the GA-based solutions are not 
necessarily optimal solutions. The crossover operator 
quickly converges to known solutions and has almost 
no effect in generating new solutions. The mutation 
operator on the other hand greatly affects the 
exploration and exploitation of new and better solutions 
in the search space with regard to finding shorter 
handling times for the container location model. 
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Abstract: The objective of this research is used frequency domain for factor screening while 
simulated annealing method searches for an optimum. Each iteration of simulated annealing, we 
consider as two problems, primal and shadow problem. Primal problem runs the conventional  
simulated annealing. On the other hand, a model using input variables that oscillate at different 
frequencies during a run which called “Shadow Problem”.  It is indicated by the frequency spectrum 
of the output variable where run lenght (denoted by) is large enough. For shadow problem, If the 
output variable is sensitive to changes in a particular input variable, then oscillating of this input 
variable induces oscillations in the output variable. The after factor screening, the only remaining 
important input variables will run continuously on the simulated annealing for solving the primal 
problem. However, the unimportant input variables are assigned to be constant values from the best 
values of the simulated annealing of the primal problem. We found that the frequency domain of 
simulated annealing requires quite fewer iterations than conventional simulated annealing. We 
describe the method, illustrate a nonlinear problem effectiveness at identifying important main effects, 
two-way interaction, and quadratic term of known model. 
 
Key words: Simulation Optimization, Frequency Domain Experiment, Factor Screening 

 
INTRODUCTION 

 
The Simulated Annealing (SA) is designed to 

enhance the likelihood of avoiding local minima en 
route to global minimum of problem. This technique 
uses magnitudes of random perturbations as reduced-
annealed in a controlled manner. Wherever the injected 
randomness helps prevent convergence to a local 
minimum by providing a greater “jumpiness” to the 
algorithm[1]. However, the interpretation of large 
amounts of input factors can become an intimidating 
task. 

Factor screening is useful when there are many 
input factors that affect potentially a simulation output 
or an output variable. However, we believes that 
relatively less factors and/or interactions  provide an 
adequate function of the system’s behavior. An 
experiment run the model several times. For example, 

k2 (or more) prospective configurations as called 
k2 factorial design, where k  is amount of input factors 

in problem function. 
For quantitative factors, response surface 

metamodel is applied and analyzed by regression 
techniques. The techniques just described all have a 
run-oriented approach. Run-oriented approaches work 
well for few input-factors problem. For example, a full 
factorial experiment involving 5 factors requires 32 
runs[2]. As we interest in 20 input-factors, then a 
factorial experiment involving all these factors would 

requires 1,048,576 runs. For more precise experiment, 
k3 factorial is used, it requires over 3,486,784,401 runs. 

Unfortunately, response surface methodology requires a 
large number of simulation runs and is supported by 
very restrictive assumptions on system’s behavior[3]. It 
is not a good technique for factor screening before run 
the simulated annealing to optimize a large problem as 
we interest.  

An alternative simulation factor screening 
method, Schruben and Cogliano (1987) introduced 
Frequency Domain Methodology for screening many 
factors only few computer runs[4]. A frequency domain 
method for factor screening is a simulation model. It is 
a run with input factors that are varied during a run 
according to sinusoidal oscillations. Different 
frequencies during a run are assigned for each factor. 
Whenever the simulation response is sensitive to 
changes in a particular factor, then oscillating of this 
factor induces oscillations in the response. The 
frequency domain experiment permits one to identify 
an appropriate polynomial model for simulation output. 
The frequency domain simulation experiments typically 
will require 2-3 runs for factor screening. 

In this paper, we demonstrate how the 
methodology called Frequency Domain 
Experimentation (FDE) can screen input factors during 
the SA run. The proposed technique will reduce a 
solution space and number iterations of SA.  
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METHODS 
 

Simulated Annealing Algorithm: 
 The SA algorithm is based on the analogy 
between the simulation of the annealing of solids and 
the problem of solving large combinatorial optimization 
problems. For this reason the algorithm became known 
as “Simulated Annealing”[5]. Its algorithm is shown as 
below 
Line 1:   Start  
Line 2:   Select an initial solution iX ; 
Line 3:   Select an initial temperature 0t 0> ; 
Line 4:   Select a temperature reduction functionα ; 
Line 5:   Repeat 
Line 6:    Repeat 
Line 7:      Randomly select 0X N(X )∈ ; 
Line 8:   0f (X) f (X )Δ = − ; 
Line 8:    If 0Δ < then 0X X= ; 
Line 9:   Else 
Line 10:    Generate random r uniformly in 

range (0, 1); 
Line 11:       If acceptr P< then 0X X= ; 
Line 12:       Endif 
Line 13:    Endif 
Line 14:  Until iteration_count = n_repeat; 
Line 15:  Set t (t)= α ; 
Line 16:  Until stopping condition = true 
Line 17:  End. 
Where 

X is set of input factors 
acceptP is probability to accept for energy change 

n_repeat is cooling schedule 
(t)α is temperature reduction function.  
 

Frequency Domain Experiment Algorithm:  
Frequency domain experiment assumes the 

expected output of a simulation model, which is 
modeled over an experimental region by a p-order 
polynomial given by 

 
0 1 1 2 2 q q(Y) ... ,Ε = β +β τ +β τ + +β τ  (1)  

 
Where 

(Y)Ε is the expected output  

jτ is a term in the p-order polynomial and is a 
particular product of the nonnegative integer powers of  
the input factors jX , j (1,2,...,K)∈ where the sum of the 

exponents is not greater than p (e.g., if  p 5= , 2 4
1 2X X is 

not a term)  
β is  the coefficient of the τ term 
q is the number of potential terms; and 
X is input factors 1 2 kX ,X ,...,X .  

The equation (1) describes a static relationship 
between the expected output and configuration of input 
factors. For frequency domain experiment, this 
relationship is obtained through static experiments. For 
each static experiment, the input factors are varied at 
specific values in the region of each input factors and 

(Y)Ε is estimated. This process is not repeated 
unnecessarily in the experiment. 

 
 
 
 
 
 
 
 

Fig. 1 Frequency Domain Experiment in the Black Box. 
 
Fig. 1, if we view the inputs and outputs of the 

simulation runs as time series (t) rather than constant 
values, we can then oscillate the input factors during the 
simulation run. For each input factor affects the system 
performance, then the output time series will oscillate at 
a related driving frequency. Alternatively, for each 
input factor does not affect performance, then the 
‘black box’ will not transmit the oscillation at a related 
driving frequency through to the output time series[2]. 

For the frequency domain factor screening 
technique, the input factor level setting for each 
factor jX , j (1,2,...,K)∈ , (and k is the number of input 
factors), is varied according to: 

 
j j j jX (t) X (0) a cos(2 t).= + πω  (2) 

 
Here, 

t 0,1,..., N 1,= − where N is the total number of 
observations generated by the simulation runs, which is 
based on time series. 

jX (0) is j j0.5(U L )+ are the nominal value of 
factor jX in time 0 , jU is upper bound of factor jX  
and jL is lower bound of factor jX  

ja is j j0.5(U L )− are the amplitude of the 
factor jX  

jω is the unique driving frequency for factor jX  
[6] . 

It is important to note that equation (2) describes 
an input factor that oscillates at different frequencies 
during a run. 

After run experiment, we analyze the 
output Y(t) by using spectral analysis.  

 
 
 
 

System 
 

Black Box 

Factor 1X  

Factor kX  

Output Y 
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Frequency Domain of Simulated Annealing: 
We have developed a new technique based on a 

conventional SA method which is applied a frequency 
domain experiment for reducing a solution space during 
the SA run for optimization.  This technique is a 
simulated annealing-based simulation optimization 
method developed to improve the performance of 
simulated annealing for continuous variable simulation 
optimization. 

We adapte a simulated annealing algorithm by 
adding a few commands to collect observations of 
Y(t) for transforming the time domain into frequency 
domain and then analyze its spectral frequency. The 
command are given by 

shadow
0 0 jX X a cos(2 t),= + πω  (3) 

Where  
0X is set of new input factor values from SA 

ja cos(2 t)πω is set of term of frequency domain 
experiment method 
And 
 shadow shadow

0Y (t) f (X ),=   (4) 
Where 
 shadow

0f (X ) is the output response of function 

assign to shadowY (t)  
 t is a iteration_count. 

Equation (3) and (4) is added to SA algorithm 
before line 14, respectively. For equation (4), it is called 
is “Shadow Problem”. Whenever we run lengths of 
simulation run (denoted by n) large enough to include 
at least 10 full cycles of the lowest term indicator 
frequency. The larger the value of n, the smaller the 
variance of the spectral estimators[4]. The run lengths of 
SA can be made typically large iterations, but 
experimental cost for run increase very little margin. 
For example, we run lengths 152  observations of Y(t) . 

Last added command is a command to analyze 
spectral frequency of shadow problem. There is given 
by 
 If iteration_count = n_check then 
  shadowf ( ) fft(Y );ω =  
  Check Y′  
  If X are unimportant inputs then reduce set 
of X 

       Endif 
Endif 

Were 
 n_check is the maximum run lengths (n) 
 fft is the fast Fourier transform 
 f ( )ϖ is the spectral term of shadowY . 

 The previous command is added after the 
equation (4). Shadow problem is indicated by the 
frequency spectrum of shadowY (t) , if the output variable 

is sensitive to changes in a particular input variable, 
then oscillating of this input variable induces 
oscillations in the output variable. The only remaining 
important input variables will run continuously on the 
SA and unimportant input variables are assigned to be 
constant from the best values of the simulated annealing 
of the primal problem. Then we obtain a smaller set of 
input variables for solving the SA of the primal 
problem next. 

 
EXPERIMENT 

 
Suppose that we interest in twenty input factors. 

A black box system is given as follow  
2 2 2
1 2 3 4 5

6 7 8 9 10 11

12 13 14 15 16 17

18 19 20

Y(t) 4X 25X 50X 100X 75X
50X 25X X X X X
X X X X X X
X X X .

= − + + + +
− − + + + +
+ + + + + +
+ − −

 

 
The following steps summarize the frequency 

domain of SA procedure 
 

Step 1: Our performance measure is the simulation out  
             put, Y . 
Step 2: Twenty input factors will be oscillated during  
            the SA runs to assess their impact on Y . 
Step 3: The twenty input factors were oscillated at  
             unique frequencies of 15310 2 , 15598 2 ,  

              15763 2 , 15825 2 , 15846 2 , 15949 2 , 151321 2 ,    

           
152063 2 , 153054 2 , 153446 2 , 154024 2 , 

           
155303 2 , 156005 2 , 156789 2 , 157882 2 , 

           159223 2 , 1511039 2 , 1512546 2 , 1514547 2  
            and 1514588 2 cycles per time unit, respectively.  
            Results of primary indicator frequencies are the  
            driving frequencies for main effects. Indicator  
            frequencies for quadratic effects are 
            

15620 2 , 151196 2 , 151526 2 , 151650 2 , 

           
151692 2 , 151898 2 , 152642 2 , 154126 2 , 

              156108 2 , 156892 2 , 158048 2 , 1510606 2 ,  

              
1512010 2 , 1513578 2 , 1515764 2 , 1514322 2 , 

           1510690 2 , 157676 2 , 153674 2 and 

           
153592 2 cycles per time unit, respectively[6]. 

Step 4: The run length is 152 . 
Step 5: We use MATLAB program to compute this  
             experiment. 
 

Figure 2 illustrated the total spectrum of main 
effect and quadratic effect altogether in each input 
factors to analyze the whole picture of each factors. We 
found that input factor 3X  had the highest influence 
followed by 1 2 4 5 6 7X , X , X , X , X and X  respectively. 
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These factors had high influence towards the response 
variable Y(t) , when considered with indicated our 
problem which correlated. This meant that this factor 
screening method was work well.  

 
RESULTS AND DISCUSSION 

   
 

 
Fig 2. Spectral term of 20 factors with 15n 2=  

 
We could organize the order of the input factors 

which had influence towards the response variable Y(t)  
according to the experiment as follows;  

3 1 2 4 5 6 7 8 10 19 11 9 12X , X , X , X , X ,X , X , X , X , X , X , X , X

20 18 13 17 14 15 16X , X , X , X , X , X , and X respectively. 
From table 1, we determined the reduction of 

input factors by creating policies. The identified 
policies were 10 policies altogether. The first policy did 
not require decreasing in the numbers of input factors. 
The second policy would like to decrease in the 
numbers of input factors used in the system by 10%. 
The third policy to the tenth policy would like to 
decrease in the number of input factors used in the 
system by 20% to until 90%   respectively. Therefore, 
creating policies for input factors was convenient to 

solve a problem in operation management. The fewer 
input factors would also result in less confusion. 

From the result, SA took 8,743,314 iterations to 
find the solution when compared with frequency 
domain of SA with each policy; we found that the 
numbers of iterations spent were fewer. When we 
determined to find the answer from input factors 90% 
(the number of input factor 10% were not applied) we 
received 2 variables that would not be used which were 

15X and 16X respectively (considered from input factors 
ordering). This policy applied the numbers of iterations 
in searching the answers 7,554,054 iterations which 
were decreased about 1 million iterations from the 
previous one. When we determined to decrease the 
numbers of input factors continuously, it was found that 
the numbers of iterations were also decreased. At the 
10th policy, the numbers of input factors were at 10% 
(the number of input factor 90% were not applied), the 
numbers of iterations spent were only 38,900 rounds. 

From the indicated statement problem, although 
the decrease in number of the variables, the effects to 
the answer when compare to global optimization there 
was only a few percentage different. From table 1, you 
will see that although we reduced the number of input 
factors down to 10%. The answer was different from 
global optimization only around 18%. However, the 
effects towards the answer would vary amongst each 
problem statements, a researcher should consider 
carefully the number of input factors to be decreased by 
considering spectrum graph of frequency domain 
according to figure 2. 

From figure 4, we test running on 4 computers 
with different CPU applying the same seed. We found 
that computers with many cores were faster than one 
core computers. However, no matter types of computer 
used for input factors of 20 variables would spend so 
much time. The best computer still took more than 1 
hour for computing the answer of this statement 
problem, but if the numbers of input factors were 
reduced to 10%, it would take only less than 1 minute. 
 

CONCLUSION 
We have shown that heuristic and factor 

screening could be able to implement at the same time 
by not taking more time in processing process. Our aim 
was to encourage researchers and practitioners applied 
this technique in operation management or other related 
fields. For example, in an industrial plant, the numbers 
of relevant factors might be high so it might be difficult 
to find a suitable set up for the mechanic. The decrease 
in variables would be benefit and convenient. 

However, frequency domain experiment was not 
widely used as most of researchers and practitioners 
could not foresee a benefit of changing from time 
domain to frequency domain which normally would be 
complicated. We would like to show that frequency 
domain was not that complicated and at present there 

Zoom In factors 4 – 20 
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were a lot of equipment to help transform to frequency 
domain. In this research, we used MATLAB to 
transform with function Fast Fourier Transform (fft) 
which the numbers of data 152 took only 2 seconds. 

Our next research will be an experiment on 
factor screening by other methods such as Genetic 
Algorithm or Tabu Search considering discrete event 
input factors in the problem statement as well. 

 
 

 
Table 1 Optimization results: identification of policy 
 

Difference from Global  
Optimum solution 

Policy 
Minimum  

Objective value % Diff. Value Diff. 

Number 
of 

Iterations 
Simulated Annealing -4,000,263,000,000.00 1.000000E+02 -609.22 8,743,314.00 
Policy 1 (not reduced) -4,000,262,999,390.78 1.000000E+02 -609.22 8,005,826.00 

Policy 2 (18 Vars.) -4,000,262,999,390.78 9.999995E+01 -1,897,417.57 7,544,054.00 
Policy 3 (16 Vars.) -4,000,261,102,582.43 9.999989E+01 -4,271,096.99 5,287,136.00 
Policy 4 (14 Vars.) -4,000,258,728,903.01 9.999984E+01 -6,313,741.32 5,271,654.00 
Policy 5 (12 Vars.) -4,000,256,686,258.68 9.999979E+01 -8,422,887.43 5,191,734.00 
Policy 6 (10 Vars.) -4,000,254,577,112.57 9.999973E+01 -10,746,468.91 3,229,100.00 
Policy 7 (8 Vars.) -4,000,252,253,531.09 9.999969E+01 -12,561,330.94 1,979,650.00 
Policy 8 (6 Vars.) -4,000,250,438,669.06 9.999942E+01 -23,059,832.47 3,534,780.00 
Policy 9 (4 Vars.) -4,000,239,940,167.53 9.999570E+01 -171,888,932.31 1,034,363.00 
Policy 10 (2 Vars.) -4,000,091,111,067.69 8.263402E+01 -694,685,069,336.95 38,900.00 

 

 
Fig 3. Iteration results: identification of policy 
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Fig 4. Time to run optimization by same seed: CPU  benchmarks 
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Abstract: The main objective of this paper is to find a robust solution of a vehicle routing problem 
(VRP) that minimizes (over all solutions) the maximum (over all scenarios) of a performance measure. 
This VRP model reflects the intrinsic difficulties to estimate travel times exactly in reality such as 
traffic conditions, accidents, traffic jams or weather conditions. Accordingly, the critical element of 
this paper is the uncertainty model. Traffic simulation has been chosen as a tool to study the system 
behavior and used to evaluate the effectiveness of the VRP solution. We use the hybrid algorithm to 
find the robust solution with a scenario-based approach. 16 instances occur in the experiments. Each 
set of problem instances can be denote by the percentage of uncertainty, β equals 0.2, 0.4, 0.6 and 1.0 
of the based-case travel times. The number of scenarios generate randomly by uniform distribution of 
interval travel times, thus equal to 10, 20, 40 and 80 instances for each problem set. The simulation 
compares three approaches: the scenario-based approach, the worst-case performance approach and the 
expected-value approach in the relative ratio performance measure. The results clearly show that the 
scenario-based approach is potential and strongly against perturbation of traffic conditions.    
 
Key words: Vehicle routing problem, robust approach, traffic simulation, uncertainty  

 
INTRODUCTION 

 
The vehicle routing problem (VRP) is defined as 

the problem of routing a fleet of vehicles from a depot 
to service a set of customers that are geographically 
dispersed. This type of problem becomes complex 
when travel times are uncertain. Therefore, there is a 
need to develop routing and scheduling tools that 
account directly for the uncertainty. Recently, 
researchers have begun to study such problems and to 
develop approaches for finding robust solutions which 
have the best worst-case performance over a set of 
possible scenarios. Kouvelis and Yu [1] discuss 
approaches for handling uncertainty and they review 
robust discrete optimization problems and a wide 
variety of their applications. 

This paper proposes a hybrid algorithm including a 
modified push-forward insertion heuristic (MPFIH) and 
a λ-interchange local search descent method (λ-LSD) 
by using tabu search (TS). This algorithm is a meta-
heuristic technique for solving “the minimax 
optimization problems”, which is the same as 
minimizing (over all solutions) the maximum (over all 
scenarios) performance. It’s objective is to find a robust 
route that minimizes the worst-case value over all data 
sets of uncertainty. The traditional approaches for 
handling uncertainty in decision making have been 
divided conventionally into three categories: the 
deterministic optimization approach, the stochastic 
optimization approach and the robust optimization 
approach. A major weakness of the deterministic 

approach is its inability to recognize the presence of 
plausible data instances other than the “most likely” one 
used to generate the “optimal” decision. The stochastic 
optimization approach does recognize the presence of 
multiple data instances that might be potentially 
realized in the future. However, the failure of either 
stochastic or deterministic optimization approaches is 
their inability to recognize every decision. It is a whole 
distribution of outcomes depending on which data 
scenario is actually realized. Thus any approach that 
evaluates decisions using only a single data scenario, 
either the best solution has been selected in the 
expected outcome.  

In our aspect, decision makers in a decision 
environment with significant uncertainty, want a robust 
decision, one that performs well across all scenarios. It 
hedges against the worst of all possible scenarios while 
the probability of data is unknown exactly. We use a 
scenario-based approach, structuring uncertainty that it 
is part of the robust approach, requiring executives to 
participate in the generation and evaluation processes 
for all scenarios. 

In a transportation network, the feasible connecting 
routes from one point in the city to another might not 
change over a short term planning horizon. However, in 
determining a robust vehicle routing with significant 
uncertainty in traffic conditions, the decision maker has 
to deal with uncertainty in the travel times that are 
assigned to each arc of the network. Thus, the scenario 
construction includes the objective function coefficient, 
but it does not affect the constraint set. Experimental 
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results show that the hybrid algorithm with the 
scenario-based approach can provide robust solutions. 
Then the traffic simulation is utilized to evaluate the 
effectiveness of the proposes. We simulate an instance 
of a travel time by generating  random elements from a 
uniform distribution and use them to evaluate the 
solutions under the relative robust criteria. This relative 
performance measure is compared the scenario-based 
approach, worst-case scenario approach and the 
expected-value approach.        

The rest of this paper is organized as follows: The 
literature review focusess on literature which is relevant 
to the vehicle routing problem with uncertain travel 
times. The problem formulation and the method section 
explain how the problem is formulated and solved. The 
simulation study section presents the results and 
discussion from the experimental results. Finally, 
conclusions and future work are explained in the last 
section. 
  

LITERATURE REVIEW 
 
 In this section, we review well-known problems in 
the literature which are relevant to our problem at hand. 
The first paragraph introduces the general VRP 
problem and the next one introduces briefly the 
approaches for handling the uncertainty. Finally, we 
review the applications of the robust discrete 
optimization problem.  
 The VRP arises in a retail distribution such as a 
school bus routing, a mail and newspaper delivery,  a 
municipal waste collection, a fuel oil delivery, a dial-a-
ride service, an airline and railway fleet routing and a 
scheduling. The VRP is defined on a given graph 

),( AVG = , where },...,,{ 21 nV υυυ= is a set of 

vertices and },,:),{( VjiA jiji ∈≠⊆ υυυυ  is the 
arcs set. An optimal set of routes is composed by cyclic 
linkage of arcs. The routes have provided to start and 
end at a depot that can serve a demand for a given set of 
customers at each vertex[2]. The classical VRP is 
described in Osman [3], Laporte[4], Fisher[5], and Bodin 
et al.[6] for more details. The VRP represents a hard 
combinatorial problem which, in practice, in usually 
solved by heuristic and meta-heuristic methods. 
 Since the VRP is NP-hard, which is a problem 
becomes even more complex when uncertainty occurs. 
It is hard to find an algorithm which would work 
satisfactorily for a wide range of problems. A field of 
decision-making under uncertainty was pioneered in the 
1950s by Dantzig[7] along with Charnes and Cooper[8], 
who set the foundation stochastic programming and 
optimization under probabilistic constraints. Nowadays, 
stochastic programming has established for solving a 
problem which consists of uncertainty, called random 
elements, efficiently. In many real-life applications, an 
accurate probabilistic description of the randomness is 

unknown (Montemanni, Barta and Gambardella[9]). The 
uncertainty can be presented in different parts of VRP. 
This research focuses on the uncertain travel times 
because of their existances in a large city which high 
density traffic.  The estimation of travel times is 
typically a difficult task, since they depend on many 
factors which are difficult to predict such as traffic 
conditions, accidents, traffic jams or weather 
conditions. Kao[10] first proposed heuristics method 
based on dynamic programming and implicit 
enumeration for the TSP with stochastic travel times. 
Laporte, Louveaux and Mercure [11] performed 
systematic research on the VRP with stochastic service 
and travel times (VRPSSTT). They proposed three 
models for the VRPSSTT: chance constrained model, 
3-index recourse model, and 2-index recourse model, 
using general branch-and-cut algorithms. Most of 
literature in a field of uncertainty proposed stochastic 
optimization approach. However, before feeding the 
data instances to the decision model, one has to ask the 
decision-maker for explicit information on the 
probability value with which these instances might be 
realized. The solution of stochastic programming model 
will attempt to generate a solution that maximizes (or 
minimizes) an expected performance measure. In a real 
application, the expected outcome is not necessary as 
much as the robust decision. Then the route planning in 
the worst-case made the business to avoid the risk for 
unsatisfied services because that planning covers all 
perturbations of traffic conditions.  

Recently, the researchers are more interested in a 
robust optimization approach. The structuring of data 
uncertainty is a part of critical elements in the 
applications of the robust approach but its probability 
density function is insignificantly important. Therefore, 
the decision makers have to create the scenarios that is 
likely to be occured to be used in the model of the 
robust discrete optimization. 

In the mid-1990s, research teams led by Ben-Tal 
and Nemirovski[12][13][14] and El-Ghaoui and Lebret[15] 
addressed the uncertain parameters belonging to 
ellipsoidal sets, which remove the most unlikely 
outcomes of consideration and yield tractable 
mathematical programming problems. In line with the 
authors' terminology, optimization for the worst-case 
value of parameters within a set becomes known as 
“robust discrete optimization”. The robust decision  
under the worst-case performance is the best solution 
under the robust approach but it leads to overly 
conservative and highly cost. The scenario-based 
approach is an alternative method to avoid the overly 
conservative solution. The scenario-planning process is  
challenging when implemented in large organizations. 
Herrmann[16] applies the scenario-based approach to 
model the uncertainty and uses a two-space genetic 
algorithm to find the optimal makespan for the robust 
parallel machine scheduling problem. Montemanni, 
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Barta and Gambardella[9] present a new extension to the 
traveling salesman problem (TSP), where the travel 
times are specified as range of possible values. They 
applies the robust deviation criterion and the exact 
methods to solve optimization. These exact methods are 
available for small scale problems but they might not be 
feasible for the large scale problems.  
 This paper proposes the scenario-based approach to 
model the uncertainty of travel times. The minimax 
optimization problem is the main objective of this 
paper. It finds a robust solution under the relative robust 
criteria by using the hybrid heuristic algorithm. In next 
section, we describe the method to solve the VRP with 
uncertain travel times where a travel time is defined  as  
a finite interval.   
 

METHODS 
 

In this paper, we develop a hybrid algorithm based 
on the robust approach and the heuristic methods to 
solve the VRP solutions under interval uncertainty of 
travel times. The scenario-based approach represents 
the uncertainty through a finite set of uncertainty. A 
scenario model can be seen as a snapshot representing 
the transportation network situation as a path of any 
possible edge cost configuration. 

A robust discrete optimization problem can be 
formulated as follows. Let X be the set of all solutions. 
Let S  be the set of all possible scenarios. The 
performance of the solution is Xx∈ and the scenario,  

Ss∈ is ),( sxF . The problem is to find the solution 
that has the best worst-case performance, which is the 
same as minimizing (over all solutions) the maximum 
(over all scenarios) performance. 
  ),(maxmin sxF

SsXx ∈∈
         (1) 

 The objective function (1) is the general form of 
the robust discrete optimization. Three main notions of 
robustness are considered by Kouvelis and Yu[1], each 
of them defining a different robust optimization 
problem. The first is an absolute robustness criteria, the 
second is a robust deviation criteria and the third is a 
relative robust criteria. In this paper we present the last 
one of robustness criterion: the relative robust criteria. 
In order to describe formally all definitions for this 
problem, we define as follows: 
 
Definition 1: A scenario S  is realization of the arc 
travel times, i.e. ijt is the travel times for each pair of 

customers i to j . An interval of the travel times is 

defined as ],[ ijij ul where ijl is minimum travel times 

and iju is maximum travel times. In a base case 

scenario s is randomly generated from a ],[ ijij ul . 
There construct a matrice of the travel times cost.  

 Definition 2: The relative robust criteria, RZ  
measures a percentage deviation of the best worst-case 
from optima among all feasible decisions over all 
realizable input data scenarios.  

),(
),(),(maxmin *

*

s
s

s
s

s
R

SsXxR txf
txftxfZ −

=
∈∈

       (2) 

                                           
 The objective function in equation (1) is made 
explicit as equation (2). The *

sx is an optimum solution 

and st is a travel times which realized for the scenario 
s . The constraints of this problem are same as the 
original VRP for deterministic optimization. The 
mathematical formulation of the VRP defines ijkx  as a 

decision variables where 1=ijkx  if there exists arc 

},{ ji  for vehicle number k is on the route and 0 else. 
The hybrid algorithm for this problem includes 

MPFIH and λ-LSD with TS. The MPFIH is a heuristic 
method for inserting customer into a route based on 
push-forward insertion method of Solomon [17] and 
Thangiah[18]. It is an efficient method for computing the 
inserting a new customer into the route. The λ-LSD, 
using the TS, is a type of neighborhood search that the 
set of all neighbors generate by the LSD for a given 
integer λ. It is a sequential search selects all possible 
combination of different pair of routes. Then the TS is 
used as a diversification method that prevents the 
algorithm fall in a local optima. The TS is often refer to 
as “meta-heuristic”. The TS is used to swap node or re-
arranges a sequence of customers for each route. The 
TS is a memory-based search strategy which guides the 
local search descent method (LSD) to continue their 
search beyond local optimum (Glover[19] [20]). When a 
local optimum is encountered, a move to the best 
neighbor is made to explore the solution space, even 
thought there may cause of a deterioration in the 
objective function value. The TS seeks the best 
available move that can be determined in a reasonable 
amount of time. If the set of neighborhood is large or 
their elements are expensive to evaluate, candidate list 
strategies are used to help restrict the number of 
solutions examined on a given iteration. 

This hybrid algorithm for the robust discrete 
optimization can be summarized as follow: 

1. Construct a base case scenario os from uniform 

distributed, ],[ ijij
o ult ∈ . 

2. Generate for all possible scenarios by 
percentage of uncertainty β , 

 i.e. ])1(,)1[( ijij
s ult ββ +−∈ . 

3. Construct the initial solution 0x by MPFIH 
method. 
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4. For each individual s , evaluate the minimum 
solution, }:),(min{)( XxtxFsg s ∈= by 
using the λ-LSD and TS algorithm. 

5. For each individual x , evaluate the maximum 
solution among all possible scenarios s , 

}:),(max{)( SstxFxh s ∈=  

6. Find Rx  that is the robust solution belong to 
equation (2). 

      
A SIMULATION STUDY AND RESULTS 

 
 To implement the hybrid algorithm, we created the 
source code on MATLAB computing software. We 
tested the algorithm on randomly generated problem 
instances. All instances have 25 customer nodes and a 
single depot node. The total demand and vehical 
capacity are 430 and 100 units, respectively . The 
perturbation parameter, β , control percentage of 
uncertainty in travel times. When the traffic appears 
smoothly, thus β  is low. Its value increases when the 
traffic jam, accident or the badly weather occurs. The 
minimum travel times ijl  is selected from a uniform 

distribution with the range [1, 2]. The delay time, ijd  
for each route is selected from a uniform distribution 
with range [1, (1+ β )2] where β equals 0.2, 0.4, 0.6 
and 1.0, respectively. The maximum travel times which 
is taken into a term of the delay time becomes 

ijijij dlu += .  
 Number of scenarios, |S|= 10, 20, 40 and 80 are 
considered in our simulation experiments.  For each 
experiment, the realizations of scenarios are computed 
to evaluate the quality of the routes, generated by the 
scenario-based approach, the worst-case performance 
approach and the expected-value approach. We 
observed how each type of route performs under 
random generated travel times situations. The 
performance measure, the ratio R, quantifies the relative 
extra travel times of the robust solution with respect to 
the optimum travel times for each scenario. It is 

calculated by 
s

sr

Z
ZZR −

=  where rZ  is the optimal  

 
 
 
 
 
 
 
 
 

objective value of the robust counterpart and sZ  is the 
optimal objective function value of each scenario 
belonging to the deterministic VRP. This ratio gives 
information on how much extra travel times that will be 
incurred if we implement the robust route to protect 
against all possible realizations of the traffic simulation. 
When R is close to zero, it indicated that obtains a high 
performance solution. We compared the solutions by 
the average relative ratio, R , for example; where |S|=10 

then ∑
=

−
=

10

110
1

s s

sr

Z
ZZR .  The corresponding results 

are shown in Table 1.  
 
Table 1: Simulated average relative ratio of solutions for n = 25 

Solutions |S| β Scenario-based Worst-case Expected-value 
10 0.2 0.24 0.13 0.23 
10 0.4 0.38 0.31 0.30 
10 0.6 0.26 0.29 0.28 
10 1.0 0.30 0.58 0.86 
20 0.2 0.24 0.15 0.21 
20 0.4 0.36 0.29 0.28 
20 0.6 0.30 0.30 0.32 
20 1.0 0.34 0.57 0.77 
40 0.2 0.28 0.16 0.26 
40 0.4 0.37 0.29 0.26 
40 0.6 0.39 0.33 0.32 
40 1.0 0.39 0.59 0.66 
80 0.2 0.27 0.15 0.27 
80 0.4 0.23 0.29 0.28 
80 0.6 0.41 0.34 0.32 
80 1.0 0.37 0.60 0.65 
   

 Table 1 shows that the performance of scenario-
based approach is stable with changing level of 
uncertainty. Fig.1 clearly, shows results of the 
simulation comparison for S=10, 20, 40 and 80, 
respectively. Another two approaches, the worst-case 
performance and the expected-value are analogous 
direction. They show good performance in case of 
lower percentage of uncertainty and increase raplidly 
where is over 60%. Moreover, the results show that the 
scenario-based approach is the best for any percentage 
of uncertainty. For each set of problems, the number of 
scenarios are not significant effect to the performance 
of solutions.   
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Simulation comparison (s=10)
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Simulation comparison (s=80)
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Fig. 1: The simulation comparison for S=10,20,40,80 
  

 
 

CONCLUSIONS AND FUTURE WORK 
 

 The modeling of VRP with uncertain travel times 
aims to minimax robust discrete optimization by 
using the relative robust criteria. The results are 
compared between the three well known approaches 
in the field of uncertainty. The simulation 
experitments clearly show that the robust solution 
from the scenario-based approach is potential and 
strong for the perturbation of traffic conditions and 
the change in uncertainty. The worst-case 
performance and the expected-value approaches can 
recognize uncertainty but their efficiency decreases 
when increases the level of uncertainty. Obviously, 
they are overly conservative.  For future work, we 
will use the hybrid algorithm with scenario-based 

approach for the large scale VRP, i.e. n = 50, 100, 
200, 1000 to illustrate its performance when the 
 number of customers increases. However, the 
algorithm may require adjustments for solving the 
large scale problem when this condition does not hold 
or run-times are over. 
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         _________________________________________________________________________________________ 
Abstract:  The objective of this research work was to determine the most appropriate mixing ratio of raw 
materials which generates the minimum cost and contains the required nutritional value for the case of 
Foi-thong production in which the main ingredient is the egg-yolk emulsion mixture between duck-egg 
yolks and hen-egg yolks.  The authors applied the stochastic linear programming, two-stage model under 
uncertainties of both the input ingredients and the finished output by calculating through the objective 
function and subjecting to the entire requirement constraints. The primary result, the trial solution, was 
that 1 gram of egg-yolk emulsion should contain duck-egg yolk and hen-egg yolk in the intervals of 
[0.9199, 0.9457] and [0.0611, 0.0807] gram respectively with the minimum cost of [1.3748, 1.4876] baht 
/ gram. The second-stage information was passed to the calculation program again to determine more 
exact values which approached to the target. The weight of duck-egg and hen-egg yolk mentioned above 
was stated as fixed parameters, and then calculation was started from the lower bound to the upper bound 
with gradual steps of 0.0001resolution. Thus, the final result achieved was that 1 gram of egg-yolk 
emulsion should compose of 0.9259 gram of duck-egg yolk and 0.0741 gram of hen-egg yolk with the 
minimum cost per gram of 1.3951 baht.  
  
Keywords: Input / Output Uncertainties, Foi-thong Machine, Foi-thong Production, Product Design,  
                    Two - stage Linear Stochastic Programs. 
_________________________________________________________________________________________ 

 
INTRODUCTION 

 
    In general, an exact nutrient value in the raw 
materials (ingredient) fed into the food mixing 
process cannot be expected. Because raw materials 
are different in quality from place to place, therefore, 
the nutrient value can be very variable. Such variation 
has a big effect directly on the output of the process, 
especially, as the nutrient values required by the 
market are the conditions which have to be fulfilled. 
The primitive mixing process is a compromised 
process, with an element of trial and error. Depending 
on the quality of the output, the amount of raw 
material put into the process would be adjusted to 
compensate. For example, the traditional mixing ratio 
between duck and hen egg-yolk in making Foi-thong 
is generally 80:20; 50:50; 70:30 or by trial  and error 
according to the maker’s experience [2][3]. It is 
therefore difficult to solve for the best result of 
mixing under uncertainties. The input parameters are 
in intervals and build up a lot of possible alternatives. 

Each mixing alternative must be under the expected 
condition for the controlled nutrient value of the 
output. Therefore, there are a lot of alternative 
equations containing variables which have to be 
solved. For this purpose, the linear stochastic 
programming / two-stage model is applicable. But, it 
is a rather time-consuming calculation. So, this study 
applied the linear stochastic programming by 
randomizing the variables to reduce the calculation 
time. 
 

RESEARCH METHODOLOGY 
 
The stochastic programming model is a mathematic 
programming that can be a linear, non-linear, integer 
or mix programming. The input data is randomized, 
meaning that the exact coefficients of the variables 
are not determined, only their statistical distributions 
are known. 
 Stochastic Linear programming is therefore 
involved with scenarios under uncertainties [5][6][7]. 
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This research work concerns the study of the linear 
stochastic programming through simulation. 
This following problem is composed of an objective 
function, and the function for determination of the 
minimum cost of one gram of egg-yolk emulsion 
which is the mixture between duck-egg yolk and hen 
egg yolk under all controlled conditions. For this case 
study, only energy, protein and fat are considered. 
 
Symbols 

     Type of raw materials  
    Total scenario numbers    

     Number of constraints under uncertainty 
 Sum of all variables (main, slack,            

surplus, and pseudo variables) 
    Probability at scenario   

     Cost of material at type   

     Quantity of material at type  
 Compensation cost for the lacking 

nutrient at type     
  Compensation cost for the exceeding 

nutrient at type  
 Nutrient value at type  raw material at 
type  under scenario     

  Nutrient value at type  required in 
finished mixture under scenario    

 Nutrient value at type  lacking in 
scenario     

 Nutrient value at type  exceeding in   
scenario     
Mean unit cost for compensation of 
lacking nutrient value at type  under 
scenario   equal to   
Mean unit cost for compensation of 
exceeding nutrient value at type  under 
scenario   equal to   

 
Objective function 
 

 
 
Subject to 
 

 
 

 
 

 

 
 

 
          
 
 
Where  is a linear function that is independent to 
the uncertainty which can be written in matrix form 

  such that 
        

 ,   

 
 

 

 
 

      

 

 
 

 
 

     
 

 
 

 is Identity matrix 

 
   Coefficient matrix corresponding to    
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 Excluding pseudo, slack and surplus variables 
 

  Coefficient matrix of pseudo, slack and surplus 

variables corresponding to  
 Zero matrix size   

Zero matrix size   
 

Assumptions 
 

1. The quantity of each nutrient value in each type of 
raw material is a continuous event. The values are 
uncertain but the values interval can be known in the 
form of a uniform distribution and they are 
independent of each other. 
2. The data by all scenarios are uniformly distributed 
and independent of each other. 
 

Problem Statement 
 

By mixing problem, the minimum cost of 
production (under uncertainties) will disclose when 
the quantity of nutrient value [8] contained in each 
type of raw material is under uncertainty and known 
in an interval with a uniform distribution. The 
finished-mixture product could have less or more 
nutrient value than expected. This always varies and 
differs from raw material to raw material. Such 
variation can cause a  higher cost for solving the 
problem. To determine the mixture of egg yolk, 
Table 1. is referred to.  
 
Table1. Costs and nutrient values of egg yolk: 

 
The cost of mixture compensation (lacking 

or exceeding) is as shown in Table 2. 
 
Table2. Costs for nutrient values compensation: 

Compensation 
cost 

Energy 
(Baht/g.) 

Protein 
(Baht/g.) 

Fat 
(baht/g.) 

Nutrient value: 
Lacking 

 
0.1 

 
0.05 

 
0.08 

Exceeding 0.033 0.018 0.026 

 
 
 

By each gram of the finished-mixture 
product, the nutrient values are containing as shown 
in Table 3. 
 
Table 3. Required nutrient values per 1 unit 
weight of product: 
 

 Energy 
(Calorie) 

Protein 
(Gram) 

Fat 
(Gram) 

Required nutrition 
value 1800  50 0.2  .01 0.1  .01 

 
By consideration of mixing behavior, the 

problem model can be formulated: 
 
Objective function 
 

 
 

 
Subject to 
 

 
 

Steps of Research 
 

The algorithm for solving this problem, the 
Linear Stochastic Programming problem, was 
formulated in MATLAB Programming format. This 
is a program for solving the objective function under 
all relevant constraints by random selection of 
samples (the quantity of the nutrient values in raw 
material of each scenario).  Because the quantity of 
nutrient values is continuous data, they have to be 
converted into the  form of discrete data by selecting 
a (Significant number). E.g. for     
= 3 the resolution of the data would be  

 and thus, the 
continuous data which is defined in closed interval 

 after conversion into discrete values, 
could be written in a mathematic formulation as 
follows:  
 
 

 

Material Cost 
(Baht) 

Energy 
(Calorie) 

Protein 
(Gram) 

Fat 
(Gram) 

Duck egg-
yolk (1 g.) 0.1648 1850   15 0.1281  

0.0004 
0.1377   

0.0060 

Hen egg-
yolk (1 g.) 0.1440 1500  10 0.1249  

0.0001 
0.1061  

0.0059 
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This is an arithmetic Sequence which could be 
reformulated in general form like this: 
  

 
 
It is clearly to see        .  
      
      The higher the significant number is, the 
more the accuracy of  will approach zero. By this 
arithmetic conversion, the discrete and continuous 
data, with point by point comparison, can be 
approximately the same.  Therefore, this algorithm 
has been applied for solving this mixing problem. 
 
Solving the Stochastic Programming Problem  
by Randomizing the Nutrient Values. 
 
 The model in this research is the objective 
function and the function of all constraints by 
randomizing the input nutrient value contained in 
each type of raw material in all calculation scenarios. 
These following steps of specifications were set up in 
the form of the M-Files in MATLAB Formatting: 
 
 1. Specify  as integer   
 2. Specify    as positive integer respective 
to all scenario. 
 3. The matrix    is cost of each type of 
material  
 4. The matrix    is cost for compensation of 
each lacking material 
 5. The matrix    is cost for compensation of 
each exceeded material  
 6. The matrix   is each nutrient value 
quantity in each type of material under uncertainty 
 7. The matrix  is the uncertainty of 
the matrix  
 8. The matrix   is each nutrient value 
quantity of each material type  
 9. The matrix   is each nutrient value 
quantity required in finished  product under 
uncertainty and dependent to  
 10. The matrix    is the uncertainty of 
the matrix  
 11. The matrix   the other conditions 
dependent to the matrix  
 12. Substitution of all above parameters in 
the mathematic model in the MATLAB Formatting  
 13. Solving the MATLAB Formatting by 
MATLAB Programming Software. 
 14. Repeating the operation steps from 11-13 
with the iteration number of N 
 15. Comparison the result of each iteration 
from step 14 
 

RESULTS AND DISCUSSION 
 

 This research used a personal computer with 
technical specification CPU: Core 2 Duo T7250 @ 
2.0 GHz, RAM: 2 GB, HDD:  SATA (5400 rpm) 160 
GB, MATLAB software on Windows Vista (x86) 
operating system. The results are shown below in 
tables 4 to 6. 
 In Table 4 by calculation of 10 batches and 
500  scenarios with selecting of  0, 1, 2 and 
3, it can be noticed that the significant number or 
resolution number has no effect on the calculation 
time. 
 
Table 4. Research results for mixing ratio and 
                production cost where  
 

      

0 5.6488 8.6625 3002 [1.4194,
1.5108] 

[0.9193,
0.9356] 

[0.0644,
0.0807] 

1 5.5343 8.5065 3002 [1.3748,
1.5315] 

[0.9200,
0.9380] 

[0.0620,
0.0800] 

2 5.5379 8.3973 3002 [1.3515,
1.5412] 

[0.9228,
0.9317] 

[0.0683,
0.0772] 

3 5.6721 8.1549 3002 [1.4194,
1.4885] 

[0.9210,
0.9336] 

[0.0664,
0.0790] 

 
Table 5. Research results for mixing ratio and  
               production cost where  
 

       

100 0.1262 0.4161 602 1.4002 0.9457 0.0543 

300 0.3293 0.3446 1802 1.4876 0.9340 0.0660 

500 0.5824 0.7822 3002 1.4152 0.9323 0.0677 

700 0.9895 1.7324 4202 1.4040 0.9331 0.0669 

1000 1.7423 3.9574 6002 1.4320 1.9237 1.0763 

 
Table 6.  Research results for mixing ratio and 
                production where  
 

       

1 1.7423 3.9574 6002 1.4320 0.9237 0.0763 

5 7.7364 17.4036 6002 [1.3905,
1.5194] 

[0.9212,
0.9316] 

[0.0684,
0.0788] 

10 15.4128 35.3373 6002 [1.4263,
1.5179] 

[0.9216,
0.9363] 

[0.0637,
0.5784] 

20 30.2164 69.3962 6002 [1.3972,
1.4857] 

[0.9207,
0.9366] 

[0.0634,
0.0793] 

30 45.2439 105.4856 6002 [1.4266,
1.5203] 

[0.9099,
0.9389] 

[0.0611,
0.0801] 
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Where each result is 
  
   Setting up time for model building (sec.) 

   Solution time (sec.) 
    Number of variables 

       Production cost (Baht/gram) 
     Quantity of duck egg-yolk in product 

(gram) 
     Quantity of hen egg-yolk in product 

(gram) 
 
 
 
 
 
 
  

 The results in Table 5 and Table 6 report 
the interval values of the quantity of the duck egg-
yolk and the quantity of the hen egg-yolk as [0.9199, 
0.9457] and [0.0611, 0.0807] respectively. The 
production costs by those mixture quantities are in 
[1.3748, 1.4876] Baht/gram. Therefore, the optimal 
quantity of duck egg-yolk should be in the interval 
0.9100 – 0.9500 gram and the quantity of hen egg-
yolk should be 0.0500 – 0.0900 gram  
 Hence, in order to calculate the best 
minimum production cost, let us run the simulation 
by replacing the previous quantities with the above 
values of duck egg-yolk [0.9100, 0.9500] gram and 
hen egg-yolk [0.0500, 0.0900] and  .  
 
Fig.1 shows the simulation result. 
 

 

 
Fig. 1 Simulation result by replacing the previous input data with the (new) duck egg-yolk 0.8700 – 0.8800 gram. 
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The above simulation result in Fig.1 represents the 
relation of the duck egg-yolk quantity and the minimum 
production cost. The duck egg-yolk is 0.9259 gram 
whereas the hen egg-yolk is 0.0741 gram and the 
minimum production cost per gram is 1.3951 Baht. 
 

CONCLUSION 
 
   This research problem was solved by mean of 
the stochastic linear programming, two- stage model 
under uncertainties of both the input ingredients and the 
required finished product. The assumptions were that 
the nutrition values of input in each scenario have 
uniform distribution and are independent to each other.  
The primary result of egg-yolk emulsion containing 
duck egg-yolk and hen egg-yolk, and the minimum cost 
of production have just been roughly estimated. To 
determine more exact values which approach to the 
target, the primary result, the weight of duck egg-yolk 
and hen egg-yolk have been fixed as constant 
parameters. After the second calculation run, the final 
results have been achieved new values as follows. The 
weight of one gram egg-yolk emulsion would be 
composed of 0.9259 gram (92.59 %) duck egg-yolk and 
0.0741 gram (7.41%) hen egg-yolk, and the minimum 
cost would be 1.3951 Baht/gram. It can be noticed that 
by the duck egg-yolk increasing, the hen egg-yolk 
decreases and the cost of production consequently rises 
up. 
 This mixing method should be better suited  
for the market need with nutrient value tolerances (in 
the values intervals) of the finished goods. The cost has 
increased because of the compensation of the nutrient 
values in raw material input. To satisfy the customer 
needs a compromise should be made. It means to 
commit to the nutrient values of the finished goods in 
fixed conditions. So, such a case will be matching to the 
case of one-sided uncertainty referred to in the research 
result [10].  
  It would be very interesting for the next 
research problem to consider the input data, the raw 
material ingredients, set up with some other distribution 
patterns and the necessary nutrition values such as 
various types of vitamins.  
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Abstract: Aquaporins are membrane water channels that play critical role in controlling the water 
contents of cells. Therefore, the generation of Aquaporin structure models is useful for solving 
mechanistic questions on the channel selectivity and especially for virtual drug design. For achieving to 
this purpose, in this study, we have used Hybrid Monte Carlo (HMC) method which is a Monte Calro 
(MC) algorithm utilizing Molecular Dynamics (MD) to generate a trial move of system atoms to solve a 
biological mystery: how water molecules can pass through a protein pore in a cell membrane as rapidly 
as they do without ferrying extra protons across with them. Water permeation and electrostatic 
interactions between water and channel are investigated in the Aqp4, a member of the Aquaporin water 
channel family, by CHARMm software. Renal collecting Aquaporins are the main sites for regulation of 
whole body potassium balance. Changes in dietary intake of potassium induce pleiotropic adaptations of 
collecting duct cells, which include alterations of ion and water transport properties along with a 
hypertrophic response. For improve undressing of water and K+ permission in membrane water 
channels.  We have also used a single subunit of De Young–Keizer (DYK) model was simulated using 
Gillespie algorithm.  the conditions which affect K+ and Water concentrations on stochastic fluctuations 
were investigated. In our study, HMC method shows detailed mechanism of action of AQP4 was 
considered at DMPC membrane. Water molecules passing the channel are forced, by the protein's 
electrostatic and vdW forces, to flip at the center of the channel. Therefore, breaking the alternative 
donor-acceptor arrangement is necessary for proton translocation. We also found out that decreasing 
open probability is a function of K+ concentration in fast time domain by Gillespie algorithm.   
These results are show that in comparison with the chemical master equation, Gillespie algorithm is also 
provides a wide area for studying biological systems from other points of view. 

  
Keywords: Aquaporin, Monte Carlo, Molecular Dynamics, DMPC membrane, Gillespie algorithm .  
_________________________________________________________________________________________________________________________________ 

1. Introduction 
 

The regulation of water balance in the brain 
is crucial. A disruption in this equilibrium 
causes an increase in brain water content 
that significantly contributes to the 
pathophysiology of traumatic brain injury, 
hydrocephalus, and a variety of 
neurological disorders [1]. Aquaporin-4 
(AQP4) is the primary cellular water 
channel in the brain, localized to astrocytic 

foot processes along the blood–brain 
barrier and brain–cerebrospinal fluid 
interface [2]. AQP4 may play a key role in 
modulating brain water transport (Figure 1) 
and raised the possibility that AQP4 
inhibition could provide a new therapeutic 
option for reducing brain edema in a wide 
variety of cerebral disorders [3].  
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Figure 1; A) AQP4 structure, B) permeation of water through AQP4  
  
The open probability of the some AQP4s 
depends on the K+ concentratin on the 
cytosolic side of the channel and the H2O 
concentration. The AQP4 channel consists 
of one subunit. 
All of them share basically the same 
response with respect to the water 
concentration AQP4 channels open and 
close randomly. The stochastic gating of 
the water channels have been studied in 
different ways. The previous works 
included Monte Carlo simulations with 
using the master equation approach [3] or 
some derivations of the models with the 
stochasticity approach [4].In the present 
work, the single subunit dynamics was 
studied as a stochastic realization of the De 
Young–Keizer model. 
The model has been introduced as a 
deterministic model by its authors at first 

and was later on used as a stochastic 
scheme by Falcke et al. [4]. 
We used a Monte Carlo based exact 
simulation algorithm (Gillespie algorithm) 
for simulating the set of reactions in this 
model, without any simplifications of the 
model. 
Furthermore, in this study, we have used 
Hybrid Monte Carlo (HMC) method [5] is 
a Monte Calro (MC) algorithm utilizing 
molecular dynamics (MD) to generate a 
trial move of system atoms. The Monte 
Carlo methods in CHARMm have been 
designed to allow providing a pre-defined 
set of move types which can be combined 
to specify the allowed movements of an 
arbitrary CHARMm molecule [6]. The 
basis of the models and the description of 
the algorithm are described in the next 
section. 

  
2. Computational Method 

 

2.1 MD simulation 
All the simulations were carried out with 
the MD program using the CHARMm22 
[7] for proteins, for lipids, and TIP3P [8] 
for water. The crystal structure of AQP4 
protein was obtained from the Research 
Collaboratory for Structural Bioinformatics 
Data Bank (PDB), (PDB entry code 2d57).  
The microscopic system consist of one 
AQP4, 84 DPPC (41 in the upper layer and 
43 in the lower layer), and 1888 water 
molecules. Dimensions of system were 
chosen as: 72×58×200 A°. The membrane 
plane was in the xy plane, and the An 
optimal position, where equal distances 
from the lipid headgroups to the above 
residues resulted, was obtained by 
separately adjusting the two monolayers 
relative to the protein. The system was then 
fully hydrated by overlaying 

preequilibrated water box of appropriate 
dimention X and Y. Before every dynamic 
step, the system was minimized for 
removing all of bad contacts. After that, 
6000 Ps was done to reach the system in 
equilibrium, then this system was energy 
minimized and equilibrated for 3 ns at 298 
K and 1 atm. The system equilibrium was 
checked by monitoring potential energy 
and volume over the course of the 
simulation. The standard deviation of 
potential energy from the mean was (-210 
kcal/mol), that suggests that the system is 
in equilibrium. A hydrostatic pressure 
gradient was established across the 
membrane by applying extra force to a 
layer of solvent molecules parallel to the 
membrane interface. Applied time MD 
simulations of different time length were 
performed at 5, 8 and 20 ns for AQP4/H2O 
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system. Electrostatic calculations were 
performed without a cutoff operation using 
the particle mesh Ewald method with 
periodic boundary conditions [9].  
2.2 MC simulation 
For AQP4, we imaging that it consists of 
three binding sites: an activating and an 
inhibitory K+ binding site (the second K+ 
which produced an inhibited state of the 
subunit) and an activating H2O binding 
site. Therefore the state of a subunit can be 
specified by a triplet index of ijk. The index 
i stand for the H2O site, j for the activating 
K+ site, and k for the inhibiting K+ binding 
site. An index equals 1 when a site is 
occupied and 0 otherwise. Hence the state 1 
1 0 refers to H2O and K+ bound to the 
activating sites, respectively, and no K+ 
attached to the inhibiting binding site. The 
resulting eight states of a subunit are shown 
in Fig.2. The binding rate constants for 
H2O activation are given by a1 and a3, 
where as a2 and a4 refer to K+ inhibition. 
K+ activation is controlled by a5 [10]. 
 

 
 
Figure 2; Transition scheme of the De 
Young–Keizer model. 
 
2.2.1. Stochastic algorithms: Gillespie 
algorithm 
The time behavior of a spatially 
homogeneous chemical system can be 
mathematically described in two 
formalism: the deterministic approach 
regards the time evolution as a continuous, 
wholly predictable process which is 
governed by a set of coupled, ordinary 
differential equations (the “reaction-rate 
equations”); the stochastic approach 
regards the time evolution as a kind of 
random-walk process which is governed by 
a single differential-difference equation 
(chemical master equation or simply master 
equation). 

Unfortunately the stochastic master 
equation is often mathematically 
intractable, because it tries to write a set of 
(differential) equations and solve them 
simultaneously for all possible states. So 
this approach can be used just for very 
simple systems. 
The problem is solving by use of an exact 
numerical calculations within the 
framework of the stochastic formulation 
without having to deal with the master 
equation directly. It is a relatively simple 
digital computer algorithm which uses a 
strictly derived Monte Carlo procedure to 
numerically simulate the time evolution of 
the given chemical system. This stochastic 
simulation algorithm (SSA) correctly 
accounts for the inherent fluctuations and 
correlations that are necessarily ignored in 
the deterministic formulation, as well as the 
master equation Gillespie developed two 
exact stochastic simulation algorithms, 
direct method and first reaction method 
(FRM). Both of the two Gillespie 
algorithms, we can use random numbers to 
select the transitions. The direct method, 
exactly calculates which reaction occur 
next (that is shown by random number of 
μ) and when it occurs (which is shown by 
random number of τ). In other words, the 
aim is to generate a random couple of (τ, μ) 
in correspondence with the suitable 
probability density. The latter method 
generates for each reaction μ, a putative 
time τμ at which reaction occurs. Then 
select the first reaction with the smallest 
τ∗μ and execute it in time τ∗μ. At first 
look, it may seem that these two algorithms 
have a great difference with each other, but 
it can be proved that they are the same [11]. 
Although, this algorithm solves the master 
equation. But it needs a large amount of 
computational effort for simulating of a 
complex system. Gibson made an 
improvement of Gillespie algorithm by his 
“next reaction method”. Gillespie algorithm 
has been applied in many in recent 
simulations Jason Kastner and Farser [12], 
Kierzek et al. [13], McAdams and Arkin 
[14]. The AQP4 channel was simulated by 
using the Gillespie algorithm (direct 
method). A FORTRAN program was 
written for the interested system. An initial 
value of 10,000 molecules in the initial 
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state of the model (X0 0 0) has been used 
in all runs. The rpd (reaction per dot) 
notation has been used for all resulted 
graphs. It shows the number of reaction 
that occurs between each point that appears 
on a simulation output graph [11]. All the 
plots are 100 rpd plots. Because of having 
no truly cutoff range for the complex 
reactions, Time evolution in range of 
several minutes has not much effect on the 
system. This behavior was checked for 
different selections of H2O and K+ 
concentrations. So, the simulations have 
been considered for the first 5 min. 
 
3. Result and Discussion 
 
3.1. Numerous molecular dynamics 
(MD) simulations provide further insight 
into how waters across from AQP 
channels work. 
 
We have used AQP4 as a model. This 
protein is made up of six transmembrane α-
helices arranged in a right-handed bundle, 
with the amino and the carboxyl termini 
located on the cytoplasmic surface of the 
membrane. Contrary to earlier speculations, 
the MD results of Kong and Ma [15] 
indicated that asparagines residues of the 
Asn-Pro-Ala (NPA) motifs in AQP1 are 
essential for maintaining the water 
connectivity. 
NPA motif has overlapped the middle of 
the lipid bilayer of the membrane forming a 

3-D 'hourglass' structure where the water 
flows through. 
 This overlap forms one of the two well-
known channel constriction sites in the 
peptide, the NPA motif and a second and 
usually narrower constriction known as 
'selectivity filter' (SF) or ar/R selectivity 
filter.  
This region is usually found towards the 
extracellular vestibule, approximately 8Å 
above the NPA motif and is often the 
narrowest part of the pore. 
The results of equilibrium MD simulation, 
was shown NPA motif and SF region have 
the most potential energy (Figure 3) and 
always maintained H-bonds with protein 
hydrogens in the SF and NPA regions. 
 

 
Figure 3; Nonbonded (electrostatic and vdW) 
interaction energies [2]. 
 

In our model simulation we also find a 
single file of seven water molecules in all 
MC runs. Both cytoplasmic and 
pericytopelasmic vestibules contain many 
waters. It is oriented perpendicular to the 
channel axis and is four (or possibly even 
five) coordinate. Water 4 (at the NPA site) 

accepts an H-bond from Asparagine 
residues of the NPA (Asn-Pro-Ala) motifs 
and donates both H atoms to two adjacent 
waters. Other waters either donate or accept 
hydrogen from adjacent waters or donate 
hydrogen to of the channel protein (Fig 3). 
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(A) (

B
) 

(B) 

Figure4; A) Part of simulated bilayer membrane and AQP4 protein was placed in it with that obtained at 
5 ns applied hydrostatic pressure. B) Delete of DMPC molecules for better observing.   
NPA motif has shown in flash, water molecules have also shown with CPK drawing method.  All of the 
molecular figures were generated in VMD. 
  

Table 1, Results of Applied Time MD simulations for H2O 
 
 
 
 
 
 
 
 
Our result also shows that when time 
simulation was applied, the concentration 
of water became slightly higher on the left 
side and lower on the right side of the 
membrane due to the compressibility of 
water (Figure 4). The orientations of the 
water dipole in our simulations (Figure 
3B), which are unique properties of the 

AQPs family, are correctly reproduced with 
previous studies like Tajkhorshid et al., 
[16].  However, in this study we have 
performed a quantitative permeability 
measurement using different time 
simulation on AQP4 model simulation. 
Results of our time simulations effect are 
reported in Table 1 and Fig. 4A 

  
3.2. Monte Carlo (MC) simulations 
provide further insight into how an AQP 
channel depends on the K+ 
concentration and the H2O 
concentration. 
 
We performed 3 simulations for each group 
selection of water and K+ concentrations 

by using the direct method of Gillespie. 
The results have been reported in three 
times domains: fast (small t: 10−4 s), 
medium (t: 10−3 s) and slow domains 
(large t: 10−2 and in some cases 10−1 s) 
(see Table 2). 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Time No of H2O 
permeation kcal/mol 

ns   
5 7 0.0053 
8 12 0.0098 

20 100 0.0486 
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Table2, Number of AQP4 states for different concentration of K+ and Water, in different time domain** 

 
** The results are averages in 100 rpd (run per dot). 
∗ Concentrations are given in _M.  
 
The populations of each state in different 
time domains have been used to describing 
the results. Table 2 shows that the whole  
 

 
reactions have stochastic nature and the 
reactants in different states are dependent 
to each other. They show a non-linear 
behavior (for instance, see Fig.5). 

 

 

It has a Gaussian form (bell-shaped) 
dependency to [K+] on the fast time 
domain. On the other hand, in fast time 
domain is dependent to [K+] and in small 
time domain is dependent to [H2O]. Using 
the results given in Table 2, we can see a 
distribution of population. This distribution 
makes a basis for a kinetically reaction 
pattern which is independent from the 
concentrations of K+. It shows that reaction 
paths are strongly time dependent and it is 
not just [K+] or [H2O] dependent. Of 
course this pattern may not totally in 
accordance with experimental or other 
theoretical results, but such patterns may 
help to a better understanding of the base 

unit in any model for extracting the 
reaction paths and the effective factors on 
these paths to give more correlation 
between the theoretical models with 
experiment. The distribution of population 
in the states may be used to determine a 
reaction pattern. This pattern can be seen 
completely in fast time domain. It still may 
see, more or less, in medium time domain. 
So, the reaction path is strongly time 
dependent. These results indicate that 
Gillespie algorithm can be a better choice 
than chemical master equation in biological 
systems. 
 

  

Number 
Concentrations* Time 

X000 X100 X110 X010 X001 X101 X111 X011 

5289.194 344.0901 0.263 26.11128 0.3396 0 0 0 
2739.23 1577.903 42.36 120.1443 32.21955 4.18557 0.098 0.055468 K+= 0.15, 

H2O=0.15 

4.6E-04 
4.49E-03 
4.7E-02 25.28379 233.754 149.70 143.4312 110.6819 17.57656 5.7 3.2262 

4991.532 644.8834 2.494 20.31261 0.754478 0.020942 0 0 
1809.355 1988.014 50.90 69.82742 36.70057 9.95877 0.337 0.190742 K+=0.3, 

H2O=0.2 

4.73E-04 
4.15E-03 
1.52E-02 67.01214 767.0794 153.94 86.48027 115.9977 34.72863 1.698 0.961068 

4488.121 1144.698 2.522 19.84509 2.90358 0.208854 0 0 
836.7303 2296.893 96.84 56.45227 60.89198 29.19598 0.927 0.524682 K+=0.6, 

H2O=0.3 

4..5E-04 
4.53E-03 
1.57E-02 33.74832 825.8993 221.7 66.75744 135.9985 83.49632 7.48 4.23368 

Figure 5; The number of molecule in the 
X110 state vs. time.  Concentrations are 0.15 
and 0.15 μM for H2O and K+, respectively 
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In conclusion, it is suggested that the type 
of studies presented here may give useful 
information in connection with Molecular 
modeling could accurately predict the 
permeability of H2O and K+ in AQP4 in 
advance of experimental measurements. 
This study will be helpful for designing  
 

MD simulations to study permeation of 
solutes through AQP4 that are not easily 
amenable to experiments such as carbon 
dioxide, oxygen and some drugs. MC 
simulations make a basis for a kinetically 
reaction pattern ions across the AQP4 
channels.
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Abstract: Bio- Luminescence is an attractive phenomenon in which an organism converts 
chemical energy into light. This reaction is catalyzed by enzymes generally called luciferase. They 
catalyze the oxygenation of compounds which generally called luciferin. On of the problems for 
working with luciferase enzyme is that this enzyme loses its activity and resistance. Reform of 
enzymes functional characteristics (such as energy and resistance) by fixing them on solid matrix 
is considered as operational approaches in enzyme technology. 

This approach causes easy use of enzyme, flexiblity in the reactor designing, less 
enzyme consumption, and no product pollution with enzyme, etc. This research goal is to 
entrap luciferase protein in liposome as a hydrophobe bed and to determine the involved 
areas and amino acids of this protein with the hydrophobe bed. Finding of these involved 
amino acids with liposome membrane can be effective to fix the enzyme better by using 
protein engineering method such as side direct mutagenesis. 

Keywords: Luciferase, DPPC, liposme, Molecular Dynamic simulation.

1- Introduction 
Luciferase is a generic name for 
enzymes commonly used in nature 
forbioluminescence. The most 
famous one is firefly luciferse from 
the firefly Photinus pyralis [1].  
In luminescent reactions, light is 
produced by the oxidation of a 
luciferin (a pigment), sometimes 
involving Adenosine triphosphate 
(ATP). 
 The rates of this reaction between 
luciferin and oxygene are extremely 
slow until they are catalyzed by 

luciferase. The reaction takes place 
in two steps [2]: 
luciferin + ATP→ luciferyl adenylate + ppi 

 
luciferyl adenylate + O2→ oxyluciferin + 

AMP+ light 
In first phase, luciferase with 
carboxyle- luciferin group 
adonilation in the presence of 
MgATP activates this subestrate.  
In second phase, luciferase acts as a 
mono- oxygenase and by effect on 
luciferile- adonilate as well as 
making products, produces light- ray. 

Firefly luciferase is a 62 kDa protein 
[3] and is a single chain polypeptide 
with 550 amino acids. The protein is 
folded into two compact domains. 
The large N-terminal domain 
consists of a b-barrel and two b-

sheets. The sheets are flanked by a-
helices to form a αβαβαfive-layered 
structure [4]. 
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Figure 1: Luciferase structure 
 
Firefly luciferase has been 
extensively used in molecular and 
cell biology, in particular for the 
efficient detection and quantification 
of ATP and as a reporter of genetic 
function [5]. Luciferase has also been 
studied as a model for possible 
protein–anaesthetic interactions, 
being one of the few soluble proteins 
sensitive to a wide range of general 
anaesthetics[6]. 
The bioluminescent reaction has 
applications in a wide range of 
analytical techniques [7-9]. The 
scope of its applications include: the 
ultra-sensitive detection of ATP 
[10,11]; the detection of phosphatase 
activity [12]; use as a reporter gene 
in molecular biology [7]; use in DNA 
sequencing [13]; as a tool for 
monitoring in vivo protein folding 
and chaperonin activity [14]. 
The ultra-sensitive detection of ATP 
forms the basis of its use in the 
detection of microorganisms [15].  

One of the most interesting luciferase 
application is to measure ATP in 
various systems therefore, in this 
purpose luciferase immoblization is 
always considered. Today, liposomes 
are used as a matrix for enzymes 
fixation [16]. Since one of the most 
successful enzyme immoblizatin 
methods is to enclose them in the 
liposome, hence, dynamic molecullar 
simulation of liposome proteins helps 
in understanding more about their 
function and interaction with their 
surrounding environment.  

 
Figure2: liposome structure 

Two basic methods are used to add 
protein to the liposome system. First, 
protein radius is estimated, then lipid 
structures add to a protein and two 
 lipid layers are formed around 
protein. Finally, through intellectual 
optimizing stage worst connections 
are eliminated and an appropriate 
structure including protein- liposome 
is obtained (CHARMm) program 
uses this method, so in this research, 
 modeling of luciferase liposome 
system is performed by this method. 
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2- Methods and Matrials 

2-1 Luciferase simulation in the 
membrane 

Accordingly, PDB file of 
related protein with 1BA3 code 
was obtained from protein data 
bank. Luciferase protein 
containing amino acid is 1BA3 
structure of obtaind information 
from solid crystalography for the 
mentioned protein. Then, protein 
is rotated around the X- axis in a 
way that it is along with Z- axis. 

In the next stage by using the 
simulated DPPC of the previous 
stage, a two layer phospholipid 
is made, there by 83 DPPC 
molecules in the upper layer and 
81 DPPC moleculse with H2O in 
lower layer are placed. 

After making the liposome 
protein system, the moderation 
stages of dynamic molecules 
were carried out by two dynamic 
methods of NRT (instant volume 
and temperature) and NPAT 
(instant potential, area, and 
temperature) for two DPPC 
layers in 323ok. Finally, system 
in 2ns period by using dynamic 
molecullar method was 
moderated. Last stage of 
simulated model in term of 
amino acids involved in 
luciferase protein interaction with 
DPPC lipid two- layer 
membrance is analyzed by VMD 
software as a part of two- layer 
lipid liposome. 

 
3- Results and Discussion 
Finally, after considering all the 
aspects such as the number and 
distance of H2O molecules 

around phospholipid, part of 
simulated membrane and 
luciferase protein was placed in it 
by dynamic molecular method 
and finally amino acids involved 
in liposme membrane were 
determined by VMD graphic 
software.  

 
Table. 1; Amino acids which have 
interaction with bilayer lipid of liposome. 
  

 
As it was shown, these amino 

acid are often aromatic (esp: Phe 
181- Phe176, Glu178 and Asp 
180) and interact with polar 
heads of DPPC phospholipid.  

These amino acids are located 
in some part of helix number 6 
and 2 (see Figure 3) of luciferase 
are placed in liposome and 
smallenss of this involved area 
can be the rationale for the 
lowpercent of luciferase 
entrapment. This helixes are far 
from active site of luciferase, so, 
intrapping dose not effect to 
activity of luciferase. 
In conclusion, it is suggested that the 
type of studies presented here may 
give useful information in connection 
with Molecular modeling and site-
directed mutagenesis to engineer, 
Luciferase for special purposes. 
Furthermore, MD simulation 
provides insight into the mechanism 
of Luciferase immobilization on 
hydrophobic adsorption, like 
liposome. 

GLY-
71 

TYR-
70 

ARG-
69 

LYS-
68 

SER-
170 

THR-
169 

VAL-
168 

PHE-
167 

PRO-174 PRO-
173 

LEU-
172 

HIS-
171 

GLU-178 ASN-177 PHE-176 GLY-175 

VAL-182 PHE-181 ASP-180 TYR-179 
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Figure4: the figure of DPPC with H2O. 
 

Figure5: A Part of simulated 
membrane and luciferase protein was 
placed in it by molecular dynamic method. 

 

Figure6: A Part of simulated membrane and 
luciferase protein, but  DPPC molcules were 
deleted for better  observation. 

Figure 3: Overall topology of the firefly luciferase enzyme, Topological diagram illustrating the 
secondary structure elements coloured by subdomains. The circles represent a-helices, which have 
been numbered sequentially, and the arrows represent b-strands, which have been numbered 
sequentially for each of the five b-sheets, A–E. The secondary structure elements have been 
assigned using the program DSSP [4].  
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Abstract: Monte Carlo simulation and Quantum Calculations for the design of molecularly imprinted 
polymers (MIPs) are studied.  Molecular template using the rational choice of suitable monomer set 
used in MIP was designed. Monte Carlo simulations were performed at various temperatures in 
different solvent and dielectrics effects.  The prepolymerization adducts between the template at 
different functional monomers will be discovered in this study.   
 
Keywords: MIP, Monte Carlo, Quantum Calculations 

 
INTRODUCTION 

 

 Molecularly imprinted polymers (MIPs) have been 
interested in analytical science and technology. Such 
polymers have many potential applications ranging 
from solid phase extraction (SPE) materials, antibody-
like sorbent assays, and selective recognition layers in 
sensing devices from their chemical and mechanical 
stability together with high selectivity for specific 
template.    
 As molecular recognition of biologically relevant 
molecules governs essential biological interactions, the 
creation of synthetic selective receptor-like 
macromolecule capable of recognizing molecular 
targets of interest with high affinity and selectivity have 
been one of long-term goals for chemical, biological 
and pharmaceutical research scientists. To obtain 
specific nano-pore structure, synthesis conditions in 
term of monomer structure and solvent are needed to be 
designed. 
 To understand MIP from chemical and physical 
basic, the molecular interactions involving in the 
templating process in self-assembly will be clarified.  In 
this study, a combination of Monte Carlo (MC)  
simulation and quantum calculations for the design of 
MIPs is studied.  Molecular template using the rational 
choice of suitable monomer set used in MIP was 
designed using the methods. MC  simulations were 
performed at various temperatures in different solvent 
effects and dielectrics.  The prepolymerization adducts 
between the template at different functional monomers 
will be gotten for indinavir (IDV) template. 

MATERIALS AND METHODS 
 

 Totally 20 different monomers: acrolein, 
acrylamide, acrylamido-2-methyl-1-propanesufonic 
acid, acrylic acid, acrylonitrile, allylamine, m-divinyl 
benzene, p-divinylbenzene, N,N’-diethylamino ethyl 
methacrylate, ethylene glycol dimethacrylate, 2-
hydroxyethyl methacrylate, itaconic acid, methacrylic 
acid, N,N’-methylene bisacrylamide,  urocanic acid 
ethyl ester, vinyl benzene, 1-vinyl imidazole, 2-vinyl 
imidazole, and 4-vinyl imidazole,    was generated for 
investigate molecular recognition properties. Five 
selected monomers were docked on IDV template.  The 
template structure was minimized using density 
functional theory B3LYP 6-31G* method of Gaussian 
03 program. Configurational and conformational 
searches of monomer-IDV complexes were carried out 
with a Monte Carlo simulation technique with 
COMPASS forcefield. The docked bimolecular 
complexes were set by a random rotation around all 
three axes at its center of mass and translational 
movement in three-dimensional space. Each monomer 
was allowed to be flexible and rotate randomly toward 
IDV using Materials studio 4.2 suite of program. To 
investigate the solvent effect, IDV molecule was 
solvated with pure water (Figure 1), 50% MeOH, and 
pure MeOH in box size of 15 x 15 x 25 angstrom in 
HyperChem 7.0 for MC simulation at 300, 320, and 340 
K.  The lowest energy structure from MC search was 
collected and optimized to calculate IR frequency using 
HF 6-31G* in Gaussian program. 
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Fig. 1: IDV molecule solvated with water for MC simulation in HyperChem program 
 
 

MC simulations: The Metropolis Monte Carlo method 
is used in Materials studio 4.2 suite of program. The 
MC method samples the configurations in an ensemble 
by generating a set of configurations, m, n, ..., where 
the probability of transition from m to n is πmn. In case 
that configuration m is sampled with a frequency ρm, by 
mean, ρmπmn of them are transformed to n. In the same 
way, configurations n are transformed to m with 
probability of ρnπnm. The flux density of the flow, ρ, 
will be, then, preserved. The balance condition for 
equilibrium is as following: 

ρmπmn = ρnπnm 

In the MC method, the transforms configuration m to n 
is a two-stage process. Starting with sampling a 
configuration with probability αmn. Then, transition 
probability, πmn, can be calculated using the equation: 

πmn = αmnPmn 

transitions of a configuration m to a higher probability 
(ρn > ρm) will be accepted, on the other hand,  
transitions to configurations with a lower favorable (ρn 
< ρm) are less likely to be accepted. 
 

RESULTS AND DISCUSSION 
 
Monomer library and prepolymerization adducts: The 
lowest binding energy per monomer of each compound 
was gotten from MC simulation. Among variety 
functional monomer, N,N’-methylene bisacrylamide 
shows the lowest binding energy stabilized from H-
bonding and van der Waals interactions.  Figure 2 
shows the N,N’-methylene bisacrylamide-IDV binding 
structure.  The H-bond was formed both between 
monomers and monomer-template indicating 
recognition properties of noncovalent MIPs to maintain 
the complexe during and after the polymerization.  
 
Solvent effect: Solvating with various solvent systems 
(water, 50% MeOH, and MeOH), IDV was found to 
show different IR spectrum.  As shown in Figure 3,  IR 
intensity is decreased at 3,490 and 1,450 cm-1 at 300K.  
In addition, we found that the profile is changed in far-
IR region. The spectrum in range 200-400 cm-1 was 
changed from replacing water with MeOH.   These 
phenomena are the result of changing of molecular 
bond torsion of amide group next to i-butyl group from 
solvent effect.  The dielectrics change influences on 
molecular vibration and attributed to bending, torsional, 
and elastic motions associated with the local structure 
of solvent. 
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Fig. 2: N,N’-methylene bisacrylamide-IDV binding structure from MC simulation 
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Fig. 3: Infrared Spectrum calculated by semi-empirical AM1 method with 6-31G* basis set of IDV structure from 

three solvation MC simulation systems at 300K 
 
 

CONCLUSION 
 
 By means of MC simulation and quantum 
calculations,  monomers with different functional group 

complexed with an anti-HIV drug, IDV, were 
generated. In this screening, N,N’-methylene 
bisacrylamide shows the lowest binding energy 
structure.  Replacing water with MeOH solvation, 
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changing of molecular bond torsion of amide group 
next to i-butyl group was observed.  This study shows 
that dielectrics change influences on molecular 
vibration and attributed to bending, torsional, and 
elastic motions.  
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Abstract: Major factors in determining the stability and the binding behavior of nucleic acids are 
depend on the salt concentration and temperature. This study has been focused on the calculation of the 
absorption spectra of DNA in B-form. Monte dynamics simulation has been performed to obtain the 
optimum structure of DNA in water and various salts concentrations with the temperature range of 
300-315K using AMBER 9. The potential energy of nucleic acids is minimized and the normal mode 
analysis is performed using Materials Studio 4.3 program package. The calculated absorption spectra 
are compared to experimental data. The results are correspondence well with the experimental data. 
 
Keywords:  DNA conformation transition, Molecular dynamics simulation, Salt effect, Temperature  
                    effect, normal mode analysis, FIR spectra 

 
INTRODUCTION 

 
 The main DNA conformations (A and B forms, 
shown in Fig. 1) depend on the sequence, ionic 
environment, and hydration conditions. Ions play an 
important role in DNA structure by shielding the 
phosphate charges in the DNA backbone and affecting 
water activity around DNA[1-5]. Increased salt 
concentrations over 1 M salt favor the formation of A-
DNA and Z-DNA over B-DNA[6,7] and salt effects 
constitute major electrostatic contributions in the 
binding of ligands to nucleic acids[8]. There has been an 
increasing interest in the application of terahertz (THz) 
radiation to the spectroscopic sensing of DNA materials 
and related biological materials[9-13]. This involves the 
fundamental measurements of absorption signatures of 
biological materials and the theoretical interpretation of 
the physical origin of these signatures.  The calculated 
absorption spectra of DNA reproduce many essential 
features of the experimental THz signatures in 10-25 
cm-1 range. Many experimental biophysical techniques 
are available for the study of nucleic acid structural 
properties. However, no experimental technique is 
capable to detect the structural evolution of DNA and to 
generate a complete description of the dynamic 
structure in solution environment.  

 
 In this paper, we are interested in how salt 
concentration affects in the dynamic process of the B-
DNA to A-DNA transition in two different 
temperatures using Molecular Dynamics (MD) 
simulation and to observe the change in the normal 
modes of the very far IR absorption spectra. Such 
theoretical technique can provide a complete 
description of the structures, structural evolution, and 
information about the spectral characteristics of the 
vibrational spectra, which is one of fundamental 
importance for the solution of many applied and 
scientific problems. 
  

MATERIALS AND METHODS 
 
Two models of 12 base pairs poly(A)-poly(T) DNA in a 
canonical double-strand A-form (model A) and B-form 
(model B) in Figure 1 generated from Discovery Studio 
1.7[14] have been investigated using MD simulations. 
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Fig. 1: A-DNA (left) and B-DNA (right) 
 

 Two different salt concentrations and two different 
temperatures were simulated. In aqueous solution, the 
neutralized poly(A)-poly(T) was solvated by a cubic 
box of SPC waters which extended at 6 Å from DNA 
while in salt condition, NaCl salts were added in 
extended at 6 Å to the neutralized poly(A)-poly(T) 
without water. Each models were simulated at 300 and 
315 K using force filed ff03 in the AMBER9 
package[15] for a total time scale of 1 ns. The systems 
were identified as  
A1) minimized A-DNA in gas phase at 300 K 
A2) A-DNA in water at 300 K 
B1) minimized B-DNA in gas phase at 300 K 
B2) B-DNA in water at 300 K  
B3) B-DNA in water at 315 K  
B4) B-DNA in salts at 300 K  
B5) B-DNA in salts at 315 K. 
 Then, simple protocols were adopted: first, a short 
minimization was performed with 500 cycles of 
steepest descent followed by 500 cycles of conjugated 
gradient during, which all DNA atoms were kept frozen 
with a positional restraints force of 100 kcal mol-1 Å-2. 
For the equilibration, 60 ps heating up from 0 to 300 K 
(another simulation condition from 0 to 315 K) was 
performed with harmonic restraints of 5 kcal mol-1 Å-2. 
Then, two steps of the restrained MD simulation at 
constant-pressure and constant-temperature conditions 
were carried out for relaxing the modeled systems with 
the restrain factors of 5.0, 2.5 kcal mol-1 Å-2 for  200 ps 
in each restrain cycle. For the first 60 ps,  After that, the 
harmonic restrain of 1.0 were kept only for DNA end 
chains and the simulation were continued to complete 
the total time of 1 ns. The temperature-bath coupling 

was achieved by the Berendsen algorithm. Long-range 
interactions were taken into account, via the particle 
mesh Ewald method (PME). The time step is 2 fs using 
SHAKE, and snapshots were taken every 0.2 ps. All the 
PME and SHAKE parameters were set to default. For 
data analysis, we used program ptraj to obtain the 
average structures over the final nanosecond and the 
root-mean-square deviation (RMSD) over the  
trajectories of the 500-1000 ps simulations. The 
selected structures were minimized and Normal mode 
analysis and the vibrational spectra were calculated 
using Discover combined with use of AMBER 
forcefield in Materials Studio. The Hessian matrix, a 
matrix of the second derivatives of the energy, is used 
to calculate the normal modes of vibration.  
 

RESULTS AND DISCUSSION 
 
 From our MD investigation, Figure 2 shows the 
RMSD of all the atoms in the DNA during the time 
from 450-1000 ps indicating the equilibrium of a 
system had been reached  after 500 ns. The average 
RMSDs for the simulation were: 1.67 Å for A2; 1.18 Å 
for B2 and B3; 1.26 Å for B4; 1.18 Å for B5. A DNA 
seems to change conformation more than B-DNA in 
water. However, the RMS values are very similar and 
did not change much from the starting conformation. 
The crucial parameters in identified the two forms of 
DNA were identified by the shortest O (sugar) –O 
(sugar) distance across the minor groove which 
summarized in Table 1. 
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 Since our study was done in the extreme case of 
high salt concentration. Therefore, the change from B-
DNA to A-DNA would be transformed in the fast 
dynamics process during the simulation time which is 
obviously seen in our calculation. From Table 1, the 
change in the minor-groove width was observed in all B 
model, however, we can not conclude clearly from such 
parameter whether which form is more dominant in the 
end of simulation. 
 

Table 1 The minor-groove width (Å) of the final MD  
             simulation  

 A1 A2 B1 B2 B3 B4 B5 
Minor- 
groove 
Width 

(Å) 

13.64 15.14 6.48 8.49 8.29 8.43 8.46 

 

 In contrast, the transformation of B-DNA to A-
DNA in high salt concentration can be observed quite 
clear from the spectra in the far infrared region. The 
calculated infrared spectra in Figure 3 show the 
significantly different of the peak in 0-60 cm-1 region 
between the two forms of DNA. The peaks from the 
solvent are attributed to bending and torsional motions 
associated with the local structure of liquid water and 
are located in the 55-70 cm-1 spectral region. In 
comparison with the midinfrared measurements, the 
DNA samples were measured by synchrotron Fourier 
transform infrared (FTIR) spectromicroscopy at the 
Advanced Light Source at Lawrence Berkeley National 
laboratory at beamline 1.4. [16-17]  
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Fig.3 Calculated absorption spectra of poly(A)-poly(T). 

 Most of the measured resonance peaks are found 
and correlated well with the modeled spectrum. The list 
of normal modes of A-DNA and B-DNA from the 
midinfrared experiment were reported in Table 2. The 
DNA in aqueous (A2 and B) exhibits the diffuse peak 
than the minimized DNA (A1 and B1), which show 
more strong peak, in gas phase due to the diffusion 
properties and interaction of solvents in and around 
DNA. The high temperature accelerated the 
transformation to A-form in high salt concentration  as 
indicated in B5 model. Unclear result on the calculated 
spectra of high salt concentration at 300 K which is 
more similar to B-form in gas phase need to be further 
discussed.     
 
Table 2  Normal modes in cm-1 from midinfrared 
              experiment.  

A-DNA B-DNA 
13.71 
25.74 
37.76 
49.79 
61.82 

8.82 
20.86 
32.89 
44.93 
56.97 

 
CONCLUSION 

 
 Fast structural transformation of poly(A)-poly(T) 
from B-form to A-form is observed by high salt 
concentration and temperature during molecular 
dynamics simulation. The signature of the peak in far 
infrared region could be a better indicator for such 
transformation than the conformational parameter such 
as the width of minor groove. Our absorption 
calculation agrees reasonably well with the measured 
absorption spectra. 
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            Abstract: Since phospholipids constitute more than 70% of liposome lipids, so in the liposome two 

lipid layers of phospholipid are used. For this purpose, first one phosphalipid molecule should be 
simulated. In this study, we use DPPC (1,2 dipalmitoyl- sn- glycerol- 3- phosphatidyl choline) 
phospholipid. DPPC is the most current phospholipid that constitutes liposome. To abtain optimal 
molecule structure, ab initio calculations were performed on the basis of levels (quantum mechanic 
calculations) on a single DPPC molecule. In this research, in order to selcet the most appropriate base 
collection, for optimizing the relative molecule energy the calculations were accomplished in the gas 
phase and the geometric structure of DPPC molecule was minimized with three basis set of 6-31G, 3-
21-G, and STO-3G. In order to final confirmation of primary simulated structure, calculative data of 
simulated model should be compared with empirical data considering that NMR method is the only 
way of obtaining information about DPPC molecule structure.After getting the primary optimized 
structure, H2O molecules around the single- molecule should be simulated. For this purpose, ab initio 
calculation was used, and by using this method, situation of 16 H2O molecules around the molecule 
top was considered so, that corresponds with practical results of previous mentioned studies. Then the 
distance of H2O molecules according to DPPC should be optimized. 

             For this reason, forth distance of 1, 2, 3 and 4 angstroms for each of 16 H2O molecule with DPPC 
phospholipid were selected and by using lennard - jones potential model the distance two- layer 
liposome by using the molecular dynamic method. After DPPC and water around optimizations, the 
moderation stages of dynamic molecules were carried out by two dynamic methods of NRT (instant 
volume and temperature) and NPAT (instant potential, area, and temperature) for two DPPC layers in 
323ok. Finally, system in 2ns period by using molecular dynamic method was moderated. 

 
            Key words: liposome, DPPC, Quantum Mechanic, Molecular Dynamic Simulation 
____________________________________________________________________________________________________________ 

 
1. Introduction 

 
         Today, liposomes are used as a matrix for 
proteins like enzymes fixation [1]. Since one of the 
most successful immoblizatin methods is to enclose 
them in the liposome [2], hence, dynamic molecullar 
simulation of liposome proteins helps in understanding 
more about their function and interaction with their 
surrounding environment [3].  
Since phospholipids constitute more than 70% of 
liposome lipids, so in the liposome two lipid layers of 
phospholipid are used. The shape and amphiphilic 
nature of the phospholipid molecules cause them to 
form bilayers spontaneously in aqueous environments. 
Thus, lipid molecules spontaneously aggregate to bury 
their hydrophobic hydrocarbon tails in the interior and 
expose their hydrophilic heads to  

 
water [4]. For modeling of liposme, a part of it's lipid 
bilayer is simulated then protein add in it. Two basic 
methods are used to add protein to the liposome 
system. First, protein radius is estimated, then lipid 
structures add to a protein and two  lipid layers are 
formed around protein. Finally, through intellectual 
optimizing stage worst connections are eliminated and 
an appropriate structure including protein- liposome is 
obtained (CHARMM) program uses this method [5]. 
The most common biological phospholipids one 
encounters in studies are glycerol-backbone lipids, like 
DPPC is predominantly found in animal cell 
membrane [6].  On DPPC molecular level it has been 
of interest to explore to what extent molecular 
conformations, lateral interactions, and dielectric 
constant and how these features affect the properties 
and topology of the membrane surface.  
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Many techniques have been used to study specific 
bilayer properties such as ESR spectroscopy, Xray 
differaction, IR/Raman spectroscopy to study tail 
dihedral gauche-defects and differential scanning 
calorimetry (DSC) to study phase transition [7]. But in 
some of phospholipid structures, it is limited to 
measure the transition temperature and also the effect 
of solvents practically. Therefore, studding on this 
model for consideration of phospholipids function to 
expose to different solvents and specific selective of 
solvents across of transmembrane is very important. 
In this research, in order to modeling of lipid bilayer, 
the first, the geometric structure of a DPPC molecule 
was minimized Then, in order to final confirmation of 
primary simulated structure, calculative data of 
simulated model compared with empirical data 
considering that NMR method is the only way of 
obtaining information about DPPC molecule structure. 
After getting the primary optimized structure, H2O 
molecules around the single- molecule should be 
simulated and optimized. 
            Finally, the moderation stages of dynamic 
molecules were carried out by two dynamic methods 
of NRT (instant volume and temperature) and NPAT 
(instant potential, area, and temperature) for two DPPC 
layers in 323ok. Finally, system in 2ns period by using 
molecular dynamic method was moderated. 
 
2. Computational method and Theory  
 
2.1 QM calculations: the GAIO method and  
       Solvent Model 

All of the geometries compound were full 
optimized at the RHF/6-31G level of the theory. This 
procedure was followed both in the gas-phase and 
solvent phases and also using the simple Onsager 
cavity salvation model (SCRF). The solvent effect was 
calculated using SCRF model. According to this 
method, the total energy of solute and solvent, which 
depends on the dielectricity constant ε, is denoted as Es 
[8]. Only the electrostatic effects of salvation are 
included in the Onsager model, and other forces such 
as cavity work, dispersion, or exchange repulsion 
effects are neglected [9] this is a reasonable 
approximation when zwitterions or strongly polar 
molecules are studies in polar solvents where the 

electrostatic effects of salvation are expected to 
predominant. For computation of the corresponding 
energies and NMR shielding were evaluated using the 
gauge-included atomic orbital (GIAO) method. 
Nuclear magnetic resonance (NMR) spectroscopy has 
become one of the more powerful methods for probing 
molecular structure in solution [10].The isotropic part 
<σiso> of σ is measured by taking the average of σ 
with respect to the orientation to the magnetic field, 
i.e. 

3
332211

σσσ
σ

++
>=< iso  

Where σxx, σyy and σzz are principal axis values of 
σ. The obtained result of calculated by using HF 
theory. 
The anisotropy is:  ><−=Δ iso33 σσσ  

And the asymmetry is: 
σ

σσ
η

Δ

−
= 3322  

 
2.2. NMR sample preparation and experiment 

DPPC was obtained from Avanti Polar Lipids. 
Pure lipid sample was prepared by mixing the lipid 
with de-ionized water (PH= 7) in a conical vial with a 
vortex mixer. This was followed by a minimum of 5 
freeze-thaw cycles in dry ice and a warm water bath 
set to 300 K (low the liquid crystalline phase transition 
for DPPC).  

Thus, the samples in this study are large 
MLV's greater than ~ 1 µm in diameter. Samples 
containing lipid constituents were first combined and 
dissolved in chloroform followed by vacuum drying 
overnight to remove the solvent. The samples were 
than hydrated in chloroform, Benzene, Carbon 
Tetrachloride and methanol solvents with the above 
procedure. All lipid sample were 33 wt% DPPC. 
Therefore a solution of 50 mg DPPC was prepared.  
13C-NMR spectra were recorded at 20 °C on a DRX 
500 MHz spectrometer (Burker Analytische 
Messtechnik, Karlsruhe, FRG) and a B-VT-1000 
heating unit. Natural abundance solution 13C NMR 
spectra yielded cholin and glycerol resonances that are 
accessible to conformational analysis. Reduced 
chemical shift anisotropies have been estimated for the 
cholin Cα, Cβ, and Cγ carbons and for glycerol C1, C2 
and C3 carbons (Figure 1) 
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2.3 MD Simulation of phospholipid bilayers 
After the building of the structure of one 

DPPC with a molecular editor, a topology for the lipid 
is generated by CHARMM, a good method is to start 
with the topology of DPPC lipid. Then actual bilayer is 
created the.   DPPC randomly rotated around its long 
axis and randomly translated over 0.4 nm laterally, the 
monolayer to obtain the second leaflet of a bilayer is 
rotated in vacuum with pressure coupling to high 
lateral pressures 200 bar. This will compress the 
bilayer. After that, the periodic boundary conditions 
are used that multiply it to the desired system size. All 
system started as multiples of 4_4, with most systems 
having 64 lipids in each leaflet. Dynamic methods of 
NRT (instant volume and temperature)  
and NPAT (instant potential, area, and temperature) for 
two DPPC layers in 323oK are used [11]. Finally 
energy is minimized the resulting system. 
 
3. Result and Disscussion 
 

For the simulation of phospholipid bilayers, 
first one phosphalipid molecule should be simulated. 
In this study, we use DPPC (1,2 dipalmitoyl- sn- 
glycerol- 3- phosphatidyl choline) phospholidid. it is 
named a test molecule because it has both many 
practical data, and a lot of simuluation 
 
 
 
 

 

 

have been performed on it. Accorodingly, DPPC 
structure was described by using chemdraw 
software. To abtain optimal molecule 
structure, ab initio calculations were performed 
on  the  basis  of  levels   (quantal mechanic 
calculations) on a single DPPC molecule. In this 
research, quantom mechanic calculations were 
performed both in gas phase and in H2O solvent. The 
situation of H2O molecules around the molecule top 
was considered so, that corresponds with practical 
results of previous mentioned studies. Then the 
distance of H2O molecules according to DPPC should 
be optimized. For this reason, 4 distance of 1, 2, 3 and 
4 angestrom for each of 16 H2O molecule with DPPC 
phospholipid were selected and by 
using lenard jones potential method the distance 
two- layer liposome by using the dynamic 
molecullar method. All the calculations of 
quantom mechanic were accomplished by using  
Goussian 2003 [12] and Molecular dynamic 
simulation was performed by CHARMm 
program. 
 
 
 
 
 
 
 
 
 

Figure 1, a plot of the peak position of natural abundance 13C NMR spectra yielded choline and 
glycerol resonance in Chloroform that is accessible to conformational analysis. Chemical shifts have 
been estimated for the choline Cα(h), Cβ(f), and Cγ(c) carbons and for glycerol C1(g), C2(e), and 
C3(g) carbons and Sn2-CO (a) and Sn1-CO (b). 
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3.1 Results of conformation energies for  
      optimizing DPPC geometric structure  in  
      different basis sets in gas phase. 
 
Table 1, shows the conformation energies resulting 
from three basis sets, STO-3G, 3-21-G, and 6-31G. 
 
Table 1, the conformation energies in diferent basis  
              sets. 
 
 
 
 
 
 
 
 
         
 
  

 
 
Figure 3, the changes of potential energy between 
                  H2O molecules with DPPC according to  
                  various distances of H2O moleculs with  
                  DPPC 
 

Results of figure 3 shows that minimum 
enetgy is related to 2.02 distance of H2O molecules 
with DPPC molecule which is the most stable form, 
therefore, distance of H2O molecules with DPPC was 
selected 2.01. 

Finally, after considering all the aspects such 
as the number and distance of H2O molecules around 
phospholipid, part of simulated membrane.  

 
 
 
 
 
 
 
 
 
 
 
 

 

 
3.3. Experimental Results and Comparison with 
       GIAO Calculations 
 

We reproduce in Table 2, a comparison of our 
theoretical data and the experimental data of DPPC 
molecule in different solution. All chemical shifts were 
referenced to Tetramethylsilane. For comparing the 
results, chemical shift value (δ) has been calculated 
was considered with the obtained results from GIAO 
calculations. The ab initio quantum chemical results 
are fragmentary in that the large molecule like DPPC 
was typically not studied. However, it is apparent that 
the our experimental results are similar to the GIAO 
calculations (Table 2).
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STO-3G         -1583811.262  
3-21G           -1594584.634 
6-31G           -1602682.003  
6-31G*          -1603386.341  

 

3.2 Adding H2O in different distances 
       between H2O molecules aroud DPPC 
       molecule. 
 

  

Figure 2. DPPC molecule with 16 water molecules
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DPPC tails 
 
 
DPPC head group 
 
 

 
 

Water molecule 
 

Table 2. Comparison between calculated and experimental 13C isotropic shift values for DPPC in Chloroform,  
               Methanol and Benzene solution. 

 Isotropic value in ppm 

 CDCL3 CD3OD C6O6 

Atoma calculatedb experiment calculatedb experiment calculatedb experiment 

i 54.7 48.7 50.3 48.8 48.8 48.7 

h 59.7 51.6 50.5 52.0 48.9 51.3 

g1 63.4 61.1 50.6 61.2 49.1 60.9 

g2 63.7 61.9 50.8 61.9 49.3 62.0 

f 66.7 63.4 66.5 52.0 69.1 63.1 

e 70.9 82.5 51.0 82.6 49.4 82.6 

a 173.9 240.2 176.6 239.7 173.5 231.6 

b 173.6 231.6 176.2 231.7 173.7 240.7 
a  The numbering corresponds to the atom numbers given in Figure 2. 
b Value obtained for the minimum energy conformation at 6-31G level and standard; TMS: Isotropic carbon 
shielding tensor=208.2102, 
 

3.4. Simulation of phospholipid bilayers 
 
 

 
Figure4: a model of DPPC bilayer 
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Abstract: Phospholipids involved in Docosa - hexaenoic acid (DHA, 22:6n-3) are the ubiquitous 
components of the central nervous system. In such metabolically challenged cells including nerve 
cells specific enzymes transfer DHA as new tails onto phospholipids molecules. Enrichment of 
membranes with DHA-containing phospholipids enables their proteins to “flip” or “spin” faster in 
the membrane environment. In this study, we have simulated a novel DHA-containing 
phosphatidylcholine (PC) found in a marine single cell eukaryote, “Schizochytrium sp F26-b”. We 
have used Monte carol as well as molecular dynamics as simulation methods. The agreement 
between our obtained simulation data and experimental results seems excellent which validates 
subsequent simulation outcome for docosahexaenoic acid. 
 
Keywords: Docosahexaenoic acid (DHA); Nervous System; Schizochytrium sp; AM1; Monte Carlo 
Simulation 

  
Introduction 

 
Biomembrane is the most important part of each cell 
which surrounds the cell and each organelle. The cell 
membrane contains lipids, proteins, and carbohydrates. 
Phospholipids are major components of the cell 
membrane.  They are similar to fats, and have only two 
fatty acids and this is the difference between them [1, 3]. 
The third hydroxyl group of glycerol is joined to a 
phosphate group, which holds negative charge. 
Additional small molecules which usually charged or 
polar linked to the phosphate group to make different 
forms of phospholipids [4]. Cells that are the most 
metabolically active require more fluid membrane 
systems, and fluidity requires that more membrane 
phospholipids carry long-chain unsaturated fatty acids[1, 5- 

7]. Among these, the polyunsaturated lipids probably 
increase and regulate fluidity of the membranes1. 
Docosahexaenoic acid (DHA) is the major unsaturated 
fatty acid and one of the most abundant polyunsaturated 
fatty acids (PUFAs) in membrane phospholipids of the 
central nervous system and retina which mentioned that 
they need more flexibility [7-11]. DHA is paired in 
glycerophospholipids often with palmitic acid  
(16:0) and stearic acid (18:0) and in some cases 
 with another long-chain polyunsaturated fatty acid 
such as 22:6 in position sn-1 and accumulates in 

phosphatidylethanolamines [12]. It has been postulated 
that optimal neurological development, information 
processing, the capacity of nerve cells to conduct 
electrical signals [10] and cognitive functions [11, 13, 14]. 
Depend on an adequate supply of this fatty acid. It 
should be mentioned that in humans little DHA is 
produced de novo and most of that is supplied by 
dietary sources [8]. Nowadays, the main industrial 
source of DHA and polyunsaturated fatty acids is 
marine fish oils. Among the benefits of DHA, the 
supply of fish oils may be unreliable because of 
seasonal variation, variability of various fisheries, 
marine pollution, and high processing costs [8, 15]. 
Microorganisms are also used to provide DHA and it 
seems that some microorganisms are considered as a 
new source of DHA [16]. Schizochytrium sp is an algae-
like microorganism used for industrial production of 
docosahexaenoic acid (DHA) -rich oil and dried 
microorganism for use as a source of this fatty acid in 
foods, and nutritional supplements [17]. It has been 
found out  that in Schizochytrium sp. Strain F26-b the 
major phospholipid is a novel PC which contains 
pentadecanoicacid (C15:0) at sn-1 and docosahexaenoic 
acid at sn-2, i.e., the systematic name of this new  ph 
ospholipid is 1-pentadecanoyl-2-docosahexaenoyl-sn–
glycerol-3-phosphocholin (see Fig.1) and this opened a 
new insight into the methods for producing DHA.

 
 
 
 
 
 
 



Proceedings of ASIMMOD 2009, January 22-23, Bangkok, Thailand 
 

 
 

230

 

 
Figure1. The optimized structure of   1-pentadecanoyl-2-docosahexaenoyl-sn- glycerol-3-phosphocholin. 
 
 
 

Previously, Lange in and BD simulations were 
used to simulate a DPPC bilayer in the liquid- crystal 
[19, 20] and gel [21] states and also the effect of 
environmental exposure to some chemical solvents on it 
[22, 23] and unsaturated molecules in a bilayer membrane 
[24]. Also Brownian dynamics has been used to simulate 
both oleic acid and DHA molecules.  
Nowadays, production of DHA-containing 
phospholipids has drawn significant attention and 
although there is some problem to use fish oils as a 
source of DHA, it is used for their production. Because 
of some toxic compounds such as dioxins and heavy 
metals including mercury compounds which could be 
concentrated in fish oils, the microbial production of 
DHA is expected to be safer than fish oils [25]. 

If one of the candidate sources for DHA- 
containing phospholipids are microorganisms such as 
Schizochytrium sp. Strain F26-b , we have to know all 
information about this unsaturated molecule and it’s 
exact both equilibrium and dynamic properties in 
atomic level. Our main goal of this study is to obtain 
mentioned details to compare them with the 
experimental results. 
 
 
 

MATERIALS AND METHODS 
 
For membrane’s molecules, the experimental studies 
are so difficult and NMR studies of unsaturated fatty 
acids in membranes provide equilibrium and dynamic 
properties but to get atomic level data of those 
properties for such molecules, we have to use computer 
simulation. Surely molecular dynamics (MD) is the 
most common used technique to simulate membrane 
systems [18]. However, one may gain more detailed 
description of a system in short time range simulation, 
generally in the order of picoseconds [1].  
The first step in our study was to model the 1-
pentadecanoyl-2-docosahexaenoyl-sn- glycerol-3-
phosphocholin molecule with HYPER 6 software. After 
modeling the bacteria’s structure we have set it in 
different water boxes for optimization. For this purpose 
we chose 10 boxes with different number of water 
molecule as listed in Table1.  
To investigate the temperature effect on the structural 
stability the simulation temperature have been changed 
from 300k up to 330k during the optimization and for 
each state , potential energy and optimized molecule 
have been obtained using molecular mechanic, Monte 
Carlo method and reported in Table1 and the related 
graph has been displayed in Figure2. 
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Table1. The energy values (kcal/mol) of 1-pentadecanoyl-2-docosahexaenoyl-sn-glycerol-3-Phosphocholin located 
in different water boxes at different temperatures using Monte Carlo simulation. 
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Figure2. The graph of energy values (kcal/mol) of 1-pentadecanoyl-2-docosahexaenoyl-sn-glycerol-3- 
               Phosphocholin versus different temperatures using molecular mechanic, Monte Carlo method. 
 
 
 
 
 
 
 
 

Number of 
Water 

molecules 

300k 305k 310k 315k 320k 325k 330k 

548 water 12345.5 12350.2 12257 12259.6 12263.5 12243 12245 

561 water 12649.7 12742.5 12507.6 12517 12519.5 12520.6 12533.7 
566 water 11077.4 11082.5 11067.8 11067.6 11073.3 11167.1 8609.06 
578 water 8093.21 8099.56 8108.94 7842.05 7847.24 7848.27 7849.21 
613 water 17254.9 15643.7 19179.4 15576.6 26520.5 26523.9 26527.1 
629 water 20411.9 19499.5 20419.9 15199.3 20329.8 19419.2 19424.5 
692 water 18933.9 21918.6 21711.9 21733.5 21837.6 21889.1 21895.2 
707 water 18595.6 18600.4 18631.3 18628.9 18636.3 18637.9 17986.9 
777 water 13069.9 13067 12825.1 12822.8 12825.7 12832.9 12834.9 
884 water 19268.9 19269.6 19301.1 19301.2 19302.1 19305.04 19292.8 
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Second, as a comparative study we have repeated our 
calculation at AM-1 level of theory using, for this state 
we Gaussian 98 software [26]. First we have  
molecules with all water molecules. But this time we 
chose only 3 biologic temperatures which were 300k 
(laboratory temperature), 310k  (body temperature)  
 
 

removed all water molecules of water boxes and then  
obtained optimized molecules. Then we continued 
the computation with UFF method with optimized 
and 313k (fever temperature). So we got energies which 
were different from the previous step and have shown 
in Table3.   
 
 

Table2. The energy values (kcal/mol) of optimized 1-pentadecanoyl-2-docosahexaenoyl-sn-glycerol-3- 
              Phosphocholin molecules without water obtained at AM1 level of theory at different temperatures. 
 

Number of 
Water 

molecules 
300k 305k 310k 315k 320k 325k 330k 

548 water 6.368761 6.368761 6.362833 6.362833 6.369238 6.369243 6.369243 
561 water 6.368762 6.368763 6.362841 6.369246 6.369246 6.369246 6.369244 
566 water 6.368759 6.368758 6.373617 6.373617 6.373619 6.373615 0.657563 

578 water 5.424561 6.387942 3.99012 5.707408 5.707408 5.619212 5.707392 
613 water 6.389847 6.389848 0.656185 6.352666 6.352669 6.352669 6.352669 
629 water 6.383705 6.3837 6.380628 0.659395 6.35729 6.357292 6.357295 
692 water 0.656186 6.371922 6.368845 6.368845 6.36885 6.368845 6.375459 
707 water 6.244059 6.244057 6.240996 6.240981 6.248187 6.248187 5.472913 
777 water 6.396743 6.396751 6.386004 5.710963 5.710965 5.710971 5.710971 
884 water 5.736647 5.73666 5.733649 5.7109 5.710964 5.710971 5.710974 

 
 
Table3. The energy values (kcal/mol) of optimized 1-pentadecanoyl-2-docosahexaenoyl -sn-glycerol-3- 
              Phosphocholin molecules including different number of water molecules using UFF method at different  
              temperatures 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Number of 
Water 

molecules 
300k 310k 313k 

548 water 234.1378 229.1155 229.1397 

561 water 235.1184 235.1232 235.1076 
566 water 236.1091 236.13871 236.3579 

578 water 116.0159 167.11903 215.3754 

613 water 237.7326 219.2787 237.8413 

629 water 239.1759 239.3568 239.4248 

692 water 222.4502 239.8061 239.9235 

707 water 241.0956 241.2791 241.0459 

777 water 248.5212 250.2783 248.6568 
884 water 254.6160 254.7821 254.9270 
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RESULTS AND DISCUSSION 

 
The energy values of 1-pentadecanoy 

l-2-docosahexaenoyl-sn-glycerol-3-phosphocholin 
molecules  in  both  water  boxes  and  without  water  
at different temperatures at the UFF as well as AM1 
approximations available in Gaussian 98 program have 
been listed in Table 1, Table 2, and Table 3. So, the 
potential   energy  surface  for   the    interaction    of  
1-pentadecanoyl-2-docosahexaenoyl-sn-glycerol-3-
phosphocholin with numerous water molecules has 
been explored using.  Moreover, to find out more about 
the trend of energy variation in terms of different 
number of water molecules and different temperatures, 
several graphs of energy values versus various 
temperatures in the range of 300k up to 330k have been 
displayed in Figure (1) and analyzed. 

Based on our obtained results, we can clearly found out 
that by increasing the number of water molecules the 
energy values tends to be increased at all employed 
temperatures. Of course, it is notable that in the case of 
1-pentadecanoyl-2-docosahexaenoyl-sn-glycerol-3-
phosphocholin molecules including 548 water 
molecules shows deviation from the mentioned trend. 
Therefore, we may realize that properties of water have 
a profound influence on the physical and chemical 
processes due to hydrogen bonding interactions in 
biological systems.When the molecule optimized in a 
box containing 548 water molecules, a dramatically 
decreasing trend can be seen in the energy values (see 
Figure3). The same fact has been repeated in the case of 
molecule optimized in 561 water molecules and for this 
case the significant variation obtained in the range of 
310k-315k.
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Figure3. The graphs of energy values (kcal/mol) of 1-pentadecanoyl-2-docosahexaenoyl-sn-glycerol-3- 
               Phosphocholin versus different temperatures using AM1method. 
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Also, a similar tendency of variations has been 
observed for molecules which optimized in 578, 613and 
629 water molecules as can be easily seen in the plotted 
energy graphs (see Figure 3). A different trend has been 
observed in the case of optimized molecules in the 
boxes containing 566 and 707 water molecules which 
exhibited a decreasing slope of energy at 325k. 
Conversely, for 1-pentadecanoyl-2-docosahexaenoyl-
sn-glycerol-3-phosphocholin Optimized in a box 
containing 692 water molecules a different observation 
is notable. The obtained energy at 300k is very low, but 
suddenly the energy values reaches to the highest 
values. The two former cases are corresponded to 
molecules which optimized with 777 and 884 water 
molecules. 
 
 
 

According to obtained energy of optimized 1-
pentadecanoyl-2-docosahexaenoyl-sn-glycerol-3-
phosphocholin listed in all three theoretical methods 
including AM1, UFF and Monte Carlo simulation, the 
lowest energy value and then the highest structural 
stability has been yielded with water boxes containing 
578 water molecules. For further information about the 
structural stability in view of the most proper 
temperature, we may conclude that the most stability 
has been found at 310k so called body temperature, 
however supposing the highest temperature i.e. 313k 
(fig.4). Strikingly, in the case of optimized 1-
pentadecanoyl-2-docosahexaenoyl-sn-glycerol-3-
phosphocholin using Monte Carlo simulation, the 
lowest energy values have been found in each seven 
employed temperatures. 
 

 
 
 
           Figure4. The graph of energy values (kcal/mol) of 1-pentadecanoyl-2-docosahexaenoyl-sn-glycerol-3- 
                           Phosphocholin versus different temperatures using UFF method. 
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CONCLUSION 
 

Computer technology has an important role 
in structuring biological systems. The explosive 
growth of high performance computing techniques in 
recent years with regard to the development of good 
and accurate models of biological systems has 
contributed significantly to new approaches to 
fundamental problems of modeling transient behavior 
of biological system. 

A novel DHA-containing phosphocholin 
have found in Schizochytrium sp. Strain F26-b which 
is expected to consider as a new commercial source 
for DHA and DHA-containing phospholipids. This 
new molecule has been chosen for Monte Carlo and 
semi-emperical computational methods.  

Besides the fact that changes in the 
properties of water can affect cell integrity, water is 
also essential for most biochemical reactions. This 
tendency of water molecules to attract each other 
strongly through hydrogen bonds is responsible for 
the unusual properties of water. 

It has been found out that through increasing 
the number of water molecules the energy values 
increase. More interestingly, for 1-pentadecanoyl-2-
docosahexaenoyl-sn-glycerol-3-phosphocholin 
molecules with 548 water molecules shows deviation 
from the mentioned trend.  

A dramatically decreasing trend can be seen 
in the energy values have been observed when the 
molecule optimized in a box containing 548 water 
molecules. The same fact has been occurred in the 
case of molecule optimized in 561 water molecules 
and for this case the significant variation obtained in 
the range of 310k-315k.  

The theoretical results obtained clarify the 
interpretation of potential energy surface studies. 
Future research in these areas should boost our 
understanding of how physicochemical effects caused 
by inserting a number of water molecules. 
 

REFERENCES 
 
1. Miguel X. F, Miguel A.R.B. Castanho, De la Torre  
    Jose Garsia, 2002, Brownian dynamics simulation 
    of the unsaturated lipidic molecules oleic and  
    docosahexaenoic acid confined in a cellular  
    membrane.  Biochemical et Biophysyca Acta.  
    1565, 29-35. 
2.  Shaikh.S.R., Edidin.M, 2006, Poly-unsaturated  
     fatty acids, membrane organization, T cells, and  
     antigen presentation.  Am J Clin Nutr. 84,  
     1277– 89. 
3. Heller .H, Schaefer .M, Schulten .K, 1993,  
    Molecular Dynamic Simulation of a Bilayer of 
    200 Lipids in The Gel and in the Liquid Crystal  
    Phase.  J. Phys. Chem. 97, 8343-60. 

4.  Cooper. G. M. and Hausman.R.E. The Cell: A  
     Molecular Approach, Fourth Edition  
5. Kidd. M, 2005, Glycero Phospho Choline (GPC),  
    Mind-Body Nutrient for Active Living and Healthy  
    AgingScience&Ingredients, Mind-Body Parris,  
    1-21.  
6. Alberts B, et al, 2002, Molecular Biology of the 
    Cell, New York press, Fourth Edition. 
7. Salem, N.,1989, Omega-3 fatty Acids:Molecular 
    and Biochemical Aspect, in current Tropic in  
    Nutrition and Disease..22, 109-228. 
8. Abe.E, et al, 2006, A Novel phosphatidylcholine  
    which contains penta-decanoic Acid at sn-1 and  
    docosahexaenoic Acid at sn-2 in schizochytrium 
    sp. F26-b. J.Biochem, 140,247-253. 
9. Alessandri .J. M., et al, 2003, Incorporation of 
    docosahexaenoic acid into nerve membrane  
    phospholipids: bridging the gap between animals  
    and cultured cells. Am J. Clin Nutr,  78, 702-10. 
10. Crawford M.A, Costeloe, K., Phylactos, A.,  
      Skirvin, L, Stacey.F, 1997, Are deficits of 
      arashidonic and docosahexanieic acids  
      responcible for the neural and vascular  
      complications of premature babies?, Am. J. Clin. 
      Nutr.66, 1032-1041. 
12. Tibor Farkas et al (2000) Docosahexaenoic acid- 
      containing phospholipids’ molecular species in 
      brains of vertebrates. Vol. 97, No.12 ,6362–6366. 
13. Burdge. G.C, 1998, Docosahexaenoic acid- 
      containing phospholipid molecular species in  
      brains of vertebrates. biochem.soc.trans.26, 247- 
      252. 
14. Werkman, S. H, Carlson. S. E, 1996, A  
      randomized trial of visual attention of preterm  
      infants fed docosahexaenoic acid until two  
      months.  Lipids 31, 91–97. 
15. Yehuda.S, Rabinovitz. S, Mostofsky. D. I, 1998, 
      Modulation of Learning and Neural Membrane 
      Compositions in the Rat by Essential Fatty Acid  
      Preparation. Neurochem. Res. 23, 627–634. 
16. Ashford A, Barclay W.R, Weaver C. A, Giddings  
       T.H, Zeller. S, 2000, Electron Microscopy may  
      Reveal Structure of Docosahexaenoic Acid-rich 
       oil within Schizochytrium sp, Lipids, 35(12) 
       1377-86. 
17.  Lewis,T., Nichols, P, Mcmeekin,T,2000,  
       Production of Polyunsaturated fatty acids by  
       Australian Thraustochytrids:Aquaculture  
       Applications, 1-21.  
18. Li, Z.Y. and Ward, O. P., 1994, Production of  
      docosahexanieic acids by Thraustochytrium  
       roseum. J. Ind. Microbiol. 13, 238-241. 
19. D.P. Tieleman, S.J. Marrink, H.J.C.  
      Berendsen,1997, biochim. Biophys. Acta 1331  
      235-270. 
20. Pastor. R, Venable.W, Karplus. M, 1988,  
      J.Chem.Phys. 89 1112-1127. 



Proceedings of ASIMMOD 2009, January 22-23, Bangkok, Thailand 
 

 
 

238

21. Monajjemi,M., Afsharnezhad, S., et al.  (2008)  
      Theoretical Study of Solvent Effects and  
      NMRShielding Tensors of DLPC. Indo. J. Chem.,  
      8, 58-64. 
22. Monajjemi.M, Afsharnezhad. S, et al., 2007,  
      NMR shielding and a Thermodynamic study of  
       the effect of environmental exposure to  
       petrochemical solvent on DPPC, an important 
       component of lung surfactant. Russian Journal of  
      Physical Chemistry A.Vol.81, No.12, 1956-1963.  
23. Monajjemi,M., Afsharnezhad,S, et al.,2006, The  
      effect of environmental exposure to some  
      chemical solvents on DPPC as important 
      component of lung surfactant:an ab initio study.  
      Journal of Physical and Theoretical  
      Chemistry.Islamic Azad University of Iran.Vol, 
      3.159-166. 
24. Ramsey.R.B, Scott. T, Banik. N.L., 1997, Fatty 
      acid composition of myelin isolated from the  
      brain of a patient with cellular deficiency of co- 
      enzyme forms of vitamin B12. J. Neurol. Sci. 34,  
      221-232. 
 
 
 

25.Teague.W, Fuller.N,Rand.R.P ,2002,    
       Polyunsaturated lipids in membrane fusion  
       events.Cell.Mol.Biol.Lett, Vol 7. 262-264. 
26. M.J. Frisch, G.W.Trucks, H.B. Schlegel, G.E. 
       Scuseria, M.A. Robb, J.R Cheeseman, V.G 
     . Zakrzewski,J.A. Montgomery, Jr., R.E.  
       Stratmann, J.C. Burant,`S. Dapprich, J.M. 
       Millam, A.D. Daniels, K.N. Kudin, M.C. Strain, 
       O. Farkas, J. Tomasi, V. Barone, M. Cossi , R. 
       Cammi, B. Mennucci, C. Pomelli, C. Adamo, S.  
       Clifford, J. Ochterski, G. A. Petersson,  P.Y.  
       Ayala, Q. Cui, K. Morokuma, D.K. Malick,  A. 
       D. Rabuck,  K. Raghavachari,  J. B.  
       Raghavachari, J. Cioslowski, J. V. Ortiz,  A.G 
     . Baboul, B.B. Stefanov, G. Liu, A. Liashenko, P. 
       Piskorz, I. Komaromi, R. Gomperts, R.L. Martin,  
       D. J. Fox, T. Keith,  M. A. Al-Laham, C. Y.  
       Peng, A. Nanayakkara, C. Gonzalez,  M.  
       Challacombe, P. M. W. Gill, B. Johnson,  W.  
       Chen, M. W. Wong,  J. L. Andres, C. Gonzalez,  
       M. Head-Gordon, E. S. Replogle, J. A. Pople.  
       Gaussian, Inc., Pittsburgh PA, 199818) M.Kato,  
       K. Nihikawa, M. Untani, M. Mlyazaki ,  
       M.Takcmura , J Bmehem (1990) Gaussian 98 
       Revision A.7,107, 242-247. 

 



Proceedings of ASIMMOD 2009, January 22-23, Bangkok, Thailand 
 

Corresponding Author : Suchada  Manunphongpan, Master of Science degree in finance, Faculty of commerce and  
                                           accountancy,  Chulalongkorn University 

Corporate Cash Holdings: Evidence from Thailand 
 

Suchada  Manunphongpan, 
Faculty of commerce and accountancy, Chulalongkorn University 

 
Abstract: The objective of this paper is to investigate the empirical determinants of corporate cash 
holdings for a sample of Thai firms over the period 1988-2007 and to find out whether Thai firms try 
to adjust their cash holdings towards the target cash level. In this paper, we find evidence supportive of 
the trade-off theory of cash holdings. The results reveal that firms’ growth opportunity, debt maturity 
structure, dividend’s payment, liquidity assets substitute, and leverage are important in determining 
cash holdings. Our results show that firms’ growth opportunity, debt maturity structure, dividend’s 
payment are positively related to cash holdings while liquidity assets substitute and leverage are 
negatively related to cash holdings. Furthermore, in dynamic panel estimation indicates that Thai firms 
do not adjust their cash holdings to the target cash ratio. We suspect that the most reasonable 
explanations for these results are based on the adjustment costs are so large which preventing firms 
from making adjustments in their cash holdings to reach the target cash ratio and/or there is no the 
existence of the target cash holding in long-run for Thai firms. 
 
Keywords:  Cash holdings, Dynamic adjustment, Panel data, Trade-off theory. 

 
INTRODUCTION 

 
 The decision of firms in order to hold cash has 
recently been focus of attention in finance literature. 
Many international studies demonstrate that firms 
maintain important cash holdings for example, Opler et 
al. (1999) find that U.S. firms hold on average 17% of 
their total assets in cash and cash equivalents and 
Ferreira and Vilela (2004) observe an average cash ratio 
of 15% in EMU countries. According to existing 
studies on corporate cash holdings (e.g.,Opler et 
al.,1999; Ozkan and Ozkan,2004; Guney et al.,2003), 
they argue that the main benefit of holding cash is to 
reduce costs associated with dependence on external 
financing. In this view, cash holding decision may be 
affected by the existence of market imperfections such 
as information asymmetry, agency conflicts that make 
firms difficult and expensive to obtain funds. However, 
there are also potential adverse effects of cash holdings. 
Central of this argument is the agency conflicts between 
shareholders and managers can be most severe when 
firms have large free cash flows (Jensen, 1986). 
Managers can pursue their own private objectives that 
need not coincide with those of shareholders. 
Therefore, cash holdings obviously play an important 
role in financial management of corporations. 

Due to the arguments of the costs and benefits 
of holding cash , one of the main questions that the 
previous studies try to answer is whether firms have 
target cash ratio. There are two main theoretical models 
that can help to explain the cash holding decision : the 
trade-off model (Myers, 1977) and the pecking order 
model (Myers and Mailuf, 1984). By utilizing the trade-
off model on the case of detention of cash, we are able 
to conclude that firms identify their optimal level of 
cash holdings by weighting the marginal costs and 

marginal benefits of holding cash. In contrast, 
extending the pecking order theory in an attempt to 
explain the determinants of cash, leads to a 
contradictory conclusion of no optimal cash level. Cash 
is used as a buffer between retained earnings and 
investment needs. 
 Wichada (1998) reports that Thai listed firms 
have mean cash ratio ranging between 6% to 12% and 
standard deviation around 12% over the period of 1993 
to 1998. From this data, it means that there are different 
in cash holdings among Thai firms. Therefore, in this 
paper we study cash holdings behavior of Thai firms 
and our question is that whether Thai firms have 
optimal levels of cash holdings. To answer this 
question, we test what are factors determining levels of 
cash holdings. For this test, we based on trade-off and 
pecking order theories that help to explain which firm 
characteristics influence cash holding decisions in order 
to investigate the determinants of Thai corporate cash 
holdings. 
 Another objective in this paper lies in the 
dynamic analysis of corporate cash holding decision. 
Because of previous Thai studies focus only on the 
static analysis of cash holdings in order to examine the 
determinants of Thai corporate cash holdings (Wichada 
,1998 ; Chayanin ,2001), in this paper we adopt a more 
realistic recognizing that when cash holdings change 
due to firm characteristics change or random shocks 
occur. Market imperfections such as adjustment costs 
may prevent firms from adapting the current cash ratio 
immediately adjust to new desired cash level. 
Therefore, the objective for dynamic analysis of 
corporate cash holding is to investigate whether firms 
have long-run target cash ratio and if so how quickly 
that firms adjust toward the optimum. The important is 
that the interpretation from speed of adjustment towards 
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the target cash ratio can evaluate the credibility of 
competing capital structure theories. In this view, a fast 
speed of adjustment is interpreted as support for the 
trade-off theory while a slow adjustment is consistent 
with pecking order theory.  

However, most of empirical studies on the 
speed of adjustment towards the target cash ratio are 
based on the implicit assumption that firms follow a 
uniform adjustment rule and the speed of adjustment is 
linear and symmetric (e.g., Opler et al.,1999 ; Ozkan 
and Ozkan ,2004 ; Bruinshoofd and Kool, 2004). This 
means that all firms within a country have the same 
speed of adjustment at average value. According to 
Flannery and Hankins (2007), a theory of capital 
structure adjustment speed postulate that the speed of 
adjustment is not equal across all firms and the speed of 
adjustment depend on the costs of deviating from the 
target and the costs of adjusting toward the optimum. 
Therefore, in this paper we apply this theory to examine 
the determinants of speed adjustment towards the target 
cash ratio. To our knowledge, no research study on the 
determinants of speed adjustment towards the target 
cash ratio, this paper is the first to investigate that what 
are factors determining the speed of adjustment towards 
the target cash ratio.  

 
DATA AND METHODOLOGY 

 
Data 
 For our empirical analysis of corporate cash 
holdings, we use a sample of publicly traded Thai firms 
over the period 1993-2007. Our initial sample is the set 
of all firms for which data are available on the 
Datastream database. These data include survivors and 
non-survivors that appeared on Datastream at any time 
during the sample period. We exclude firms which 
operate in the financial sector since their cash policy 
differs from that of industrial firms. These criteria have 
provided us with a total of 426 firms, which represents 
6,840 firm-year observations. 
 
Methodology 
 
 This paper investigates the determinants of 
corporate cash holdings, estimates the speed of 
adjustment towards the target cash ratio and examines 
the determinants of speed of adjustment towards the 
target cash ratio of Thai firms. To answer all of these 
questions, we will examine corporate cash holdings in 
two sections which are static and dynamic panel data 
estimation. 
 
Static Panel data estimation 
 The objective in this section is to investigate 
whether firms have target cash ratio. To answer this 
question, we test that what are factors determining 
levels of cash holdings. Because of previous studies 
find that proxies for agency and asymmetric 

information problems are important determines cash 
holdings (e.g., John, 1993; Kim et al.,1998; 
Harford,1999 ;Opler et al.,1999), therefore the 
explanatory variables that we use for this test reflect 
these problems and based on trade-off and pecking 
order theories explanation in order to describe the 
relationship between these variables and cash holding 
decision.  

To test that what are factors determining levels 
of cash holding, we will estimate the following 
equation. 

 
CASHi,t   =  β0 + β1MBi,t + β2SIZi,t + β3 CFi,t + 
β4LIQi,t + β5DIVi,t  + β6LEVi,t+ β7DBTi,t + αi 
+εi,t             (1) 
 

where,  CASH  is the dependent variable 
CASHi,t  = Cash + Cash equivalents/ Total 

assets – (Cash + Cash equivalents).  
MBi,t = (Book value of total assets – Book 

value of equity + Market value of equity) / Book value 
of assets. 

SIZi,t  =  Natural logarithm of total assets. 
CFi,t  =  Operating cash flow/ Total assets. 

LIQi,t   =  Net working capital – (Cash + 
Cash equivalents) / Total assets. 

DIVi,t   =  Dividend Yield 
LEVi,t = Total debt (Long-term debt + 

Short-term debt) / Total assets. 
DBTi,t = Long-term debt / Total debt.  
 

From equation (1), i and t represent firms and time 
respectively. αi represents time-constant firm-specific 
effects. It is assumed that firm-specific effects αi (firm-
heterogeneity term) are unobservable but have a 
significant impact on cash holdings. They change 
across firms but fixed for a given firm through time.  
 In this paper, we use three different regression 
methodologies to examine the determinants of 
corporate cash holdings which are the Fama-Macbeth 
methodology, pool regression and fixed-effect 
regression. The reason that we use fixed-effect method 
in this study is to control for unobserved heterogeneity 
(αi). This method is wildly uses in various empirical 
studies on corporate cash holdings (e.g.,Ozkan and 
Ozkan, 2004; Guney et al., 2003; Drobetz and 
Gruninger, 2006). We use Fixed-effects method 
because there are relevant unobservable characteristics 
in the underlying model, estimated coefficients in cross-
sectional regression will be biased due to the correlation 
generated between the regressors and error term. The 
extent to which these unobserved effects remain 
relatively stable over time, we could control for them 
by using a fixed-effects estimator to obtain consistent 
coefficient estimates (Wooldridge, 2002). 
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Dynamic Panel data estimation 
 
Estimate the speed of adjustment towards the target 
cash ratio. 
 In this section, the purpose is to examine 
whether firms have long-run target cash ratio and if so 
how quickly that firms adjust toward the target. The 
static cash holding model implicitly assumes that firms 
can instantaneously adjust towards the target cash level 
in response to changes in firm-specific characteristics 
or random shocks. In this paper, we adopt a more 
realistic recognizing that there may be delays in the 
adjustment process because of positive costs of 
adjustment causing the current cash ratio not to be 
immediately adjusted to the desire cash level. 
Following Ozkan and Ozkan (2004) and applying the 
partial adjustment toward target capital structures from 
Flannery and Rangan (2006), we estimate dynamic 
panel model. The process of firms in order to partially 
adjust to the target cash ratio can be represented by 
partial adjustment model : 
 

( ) tititititi CASHCASHCASHCASH ,1,
*
,1,, δλ +−=− −−

 (2) 
 
where, CASHi,t is the actual cash ratio and (CASH*

i,t  - 
CASHi,t-1 ) can be interpreted as the target change 
whereas only a fraction λ of it is achieved. The value of 
adjustment coefficient λ, capturing the ability of firms 
to adjust to their target cash levels. λ lies between 0 and 
1. If λ=1, firms will adjust their cash levels to optimal 
level immediately, i.e., CASHi,t = CASH*

i,t. On the other 
hand, if λ=0, this indicates that adjustment costs are so 
large that firms cannot change their existing cash 
structure, i.e., CASHi,t = CASHi,t-1. 
 However the target cash ratio CASH*

i,t cannot 
be observed directly, the proxy is used. The target cash 
ratio can be determined as follow : 
 

*
,tiCASH  = ∑

k
tikk x ,,β   (3) 

where, CASH*
i,t is a function of explanatory variables, 

X, which describe in equation (1).   
We use equation (3) as a proxy for target cash 

ratio in equation (2), then combining equation (2) and 
(3), the result is obtained as follow: 

 
titii

k
tikktiti CASHxCASHCASH ,1,,,1,, )( δαβλ +−+=− −− ∑   

Then rearrange the above equation, we get 
 

( ) titik
k

ktiti xCASHCASH ,,,1,, 1 δβλλ ++−= ∑−
 

which can be simplified to : 
 

 
ti

k
tikktiti xCASHCASH ,,,1,0, δγγ ++= ∑−

  (4)

   

where, γ0 = 1- λ , γk = λβk.. The most important is the 
estimated value of λ = 1- γ0  measures the speed of 
adjustment towards the target cash ratio. Estimation 
equation. 
 

)5(,,7,6,5

,4,3,2,11,0,

tiitititi

titititititi

DBTLEVDIV
LIQCFSIZMBCASHCASH

εαγγγ
γγγγγ

+++++

++++= −  

 However in dynamic panel model a problem 
arises from the lagged dependent variables CASHi,t-1 as 
mentioned in many studies (Ozkan and Ozkan, 2004; 
Guney et al., 2003; Drobetz and Gruninger, 2006; 
Garcia-Teruel and Martinez-Solano,2004). In this view, 
OLS regression does not consistently estimate 
coefficients in equation (5) because there is an 
autocorrelation between the disturbances. The OLS 
estimators are no longer minimum variance. To solve 
this problem, we use the two-stage least square (2SLS) 
regression and the unbiased estimation of equation (4) 
and (5) can provided by the two-stage least square 
regression if an instrument variable can be found that 
there is highly correlated with CASHi,t-1 but not for the 
error term (Gujarati, 2003). In this paper, we use 
CASHi,t-2 as an instrument variable. 
 Using the two-stage least square (2SLS), 
CASHi,t-1 is regressed first on the instrument variable 
CASHi,t-2 and the explanatory variables xk,i,t. 

1,1,2,1, −−−− +∏+= ∑ titki
k

ktiti xCASHCASH ερ      (6) 

The fitted value of CASHi,t-1 is obtained from equation 
(6). 

1,,2,1,
ˆˆˆ

−−− ∑∏+= tik
k

ktiti xCASHSHAC ρ            (7) 

where, 1,
ˆ

−tiSHAC is the fitted value of CASHi,t-1. 

Therefore the equation (4) can be written as 
         

titik
k

ktiti xSHACCASH ,,,1,0,
ˆ δγγ ++= ∑−

      (8) 

The speed of adjustment towards the target 
cash ratio can be examined by running the regression 
on equation (8). 

 
Examine determinants of speed of adjustment towards 
the target cash ratio. 

In this section, we recognize that the speed of 
adjustment towards the target cash ratio depends on the 
costs of deviating from the target and the costs of 
adjusting toward that optimum. This means that firms 
within a country may have difference speed of 
adjustment towards the target cash ratio due to the 
variation in adjustment costs and adjustment benefits. 
Therefore, in this study we will investigate that what 
are factors determining the speed of adjustment towards 
the target cash ratio.  

Based on theory of capital structure adjustment 
speed of Flannery and Hankins (2007), we recognizing 
that the adjustment costs depend on firm’s external 
financing costs and the benefits of achieving the target 
vary with the costs of financial distress. The main idea 
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is that firms that face lower external financing costs, 
can raise funds easily and have flexibility to adjust their 
cash holdings. Therefore, firms with lower external 
financing costs will have faster speed adjustment 
towards the target cash ratio than firms with higher 
external financing costs. Furthermore, the faster speed 
of adjustment towards the target cash ratio is predicted 
for firms with higher probability of financial distress. 

To investigate the determinants of speed of 
adjustment towards the target cash ratio, we use firm 
size and debt capacity as the proxies for external 
financing costs and to capture the costs of financial 
distress, we examine relative leverage, relative cash and 
fixed assets. 

 Large firms imply faster speed of adjustment 
because they have low asymmetric information and 
face low cost of financing. Debt capacity measures 
firm’s ability to access the external capital. High debt 
capacity, imply that firms easy to access capital markets 
and have faster speed of adjustment. Overleveraged 
firms and firms with cash below target level are 
expected to have faster speed of adjustment because 
they are more likely to distress. On the other hand, 
firms with more collateral reflect low costs of financial 
distress. Therefore, firms with more fixed assets have 
slower speed of adjustment than firms with low fixed 
assets. In this paper, firms are categorized as high or 
low in terms of firm size, debt capacity and fixed assets 
based on whether they are in the top (Q4) or bottom 
(Q1) quartile. Leverage and cash ratio are classified into 
two groups which are over or under the target level.  

To investigate the determinants of speed of 
adjustment towards the target cash ratio, we hypothesis 
that differences in adjustment costs and benefits 
generate cross-sectional and variation in cash 
rebalancing. In this paper, we identify Z to represents 
the adjustment speed factors (firm size, debt capacity, 
relative leverage, relative cash and fixed assets) and the 
baseline model presented in equation (2) can be 
modified to allow the adjustment speed to vary with Z. 
The adjustment speed coefficient, λ, is replaced with a 
multi-factor coefficient which contain of a base 
adjustment speed estimate, λ0, and the adjustment speed 
factor estimate, λ1. 

  
ZNEW 10 λλλ +=   (9) 

 
The modified partial adjustment model is: 
 

( )( ) tititititi CASHCASHZCASHCASH ,1,
*
,101,, δλλ +−+=− −−

(10) 
 
We estimate equation (10) with a two-stage 

process. The first stage predicts the target cash ratio 
CASH* and the second stage tests whether the 
adjustment speed factors are significant cash 
determinants.  

A two-stage methodology is common uses in 
capital structure literature and authors frequently 
estimate the target based on the leverage factors, X, 
(Hovakimian, Opler and Titman, 2001; Fama and 
French,2002). This omits two important facts. First, it 
ignores the unobserved firm effects that may influence 
target ratio. Furthermore, it assumes that firms are in 
equilibrium. This assumption does not require for the 
partial adjustment model. Although in this paper we 
study the corporate cash holdings, we also concern 
about these two facts. Because of the previous studies 
on corporate cash holdings estimate the target ,CASH*, 
based on firm characteristic factors, X (e.g., Ozkan and 
Ozkan, 2004; Guney et al., 2003). Therefore, we 
estimate the target cash ratio based on the partial 
adjustment framework. 

Following Flannery and Hankins (2007), we 
can indicate that estimation in equation (4) does not 
require β or λ to be specified. The two-stage approach 
requires CASH* to be calculated for each firm-year.  

First, rearranging equation (4) shows that the 
target cash ratio can be estimated. 

 
( ){ } )11(11

,1,,,, tititi
K

itikk CASHCASHx δλ
λ

αβ +−−=+ −∑  

 
From equation (11), the predicted target cash 

ratio can be calculated based on the fitted values for the 
dependent variable, tiSHAC ,

ˆ , the lagged dependent 
variable,CASHi,t-1, and the estimated adjustment 
speed, λ̂ . 

( ){ }1,,,,,
ˆ1ˆ

ˆ
1ˆˆ*ˆ

−−−=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+= ∑ titiitikkti CASHSHACxSHAC λ

λ
αβ

  (12) 

In this paper, we estimate equation (4) using 
fixed-effect method and find the fitted values for 

tiSHAC ,
ˆ and λ̂ . These values are substituted in to 

equation (12) and the predicted target cash ratio is 
calculated. 

Then the target is used in the second stage to 
estimate the impact of the adjustment speed factors. 
Due to the target determined from the first stage, we 
will know the difference between the target and the 
current cash ratio. 

1,
*
,1,

ˆ
−− −= tititi CASHSHACDeviation   (13) 

 
And we also know the actual change in cash.  
 

1,,, −−= tititi CASHCASHChange    (14) 
 

Substituting equation (13) and (14) into 
equation (10), we will get that only the adjustment 
speed coefficients λ0 and λ1 are estimated. 
           ( )( ) tititi DeviationZChange ,1,10, δλλ ++= −

     (15) 
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From equation (15), we can estimate the 
impact of the adjustment speed factors, Z by OLS 
regression. 

 
RESULTS 

 
Panel regression tests 
 
 We study the determinants of cash holdings 
using a regression of cash holdings, where CASH is the 
dependent variable. In this paper, we use three different 
regression methodologies. First, we use the Fama-
Macbeth methodology: we run cross-sectional 
regression each year and use the time series of 
regression coefficients to make our inferences. Second, 
we run pool regression. Finally, we run a fixed-effect 
regression in order to control the unobserved firm 
heterogeneity problem. In this study, we examine the 
determinants of cash holdings in three samples period. 
The regression results are presented in table 1. Panel 
A,B and C show the results in whole period, before 
crisis and after crisis, respectively. 
 
Table 1 Panel regression results 
 

The dependent variable in all regressions is CASH, which 
is calculated as cash and cash equivalents divided by net assets. Panel 
A shows results in period 1993 to 2007. Panel B and C show results 
in the period of before crisis (1993-1996) and after crisis (1998-
2007), respectively. MB is measured as the book value of total assets 
minus the book value of equity plus the market value of equity to 
book value of assets. SIZ is defined as the natural logarithm of total 
assets. CF is the ratio of operating cash flow to total assets. LIQ is the 
ratio of current assets minus current liabilities and total cash to total 
assets. LEV is the ratio of total debt to total assets. DBT is the ratio of 
long-term debt to total debt. DIVYIELD is the ratio of dividend to the 
stock price. The Fama-Macbeth model gives the average of the time 
series of coefficients from annual cross-sectional regressions. The 
cross-sectional regression uses the means of all variables for each 
firm. Only firms for which a full panel of data is available are used in 
the cross-sectional specification. ***, ** and * indicate significance 
at the 1 percent, 5 percent , and 10 percent level, respectively. 
 
 

Independent 
variable

Fama-Macbeth 
model Pool regression Fixed-effects 

regression

Intercept 0.0526 0.1025 0.0178
(0.79) (2.63) (0.15)

MB 0.0609*** 0.0427*** 0.0243***
(3.94) (10.6) (6.03)

SIZ 0.0032 0.0023 0.0078
(0.81) (0.86) (1.02)

CF 0.0608 0.0034 0.0005
(0.95) (0.89) (0.15)

LIQ -0.1355*** -0.1579*** -0.2662***
(-5.94) (-9.44) (-10.62)

LEV -0.2866*** -0.2948*** -0.2674***
(-9.75) (-16.53) (-11.1)

DBT 0.0644** 0.0329*** 0.0967***
(2.56) (2.82) (6.84)

DIVYIELD 0.0029** 0.0025*** 0.0003
(1.78) (3.44) (0.46)

N 15 3087 3087

Adjusted R-square 0.198 0.13 0.488

Panel A : Period 1993 to 2007 ( Whole period)

Dependent Variable : CASH

 
 

Independent 
variable

Fama-Macbeth 
model Pool regression Fixed-effects 

regression

Intercept -0.1802 -0.3098 -1.8717
(-0.97) (-2.39) (-2.66)

MB 0.0313** 0.0494*** 0.0389***
(3.82) (6.16) (3.38)

SIZ 0.0140 0.0193** 0.1294***
(1.13) (2.16) (2.71)

CF 0.2032 0.3955*** 0.5678***
(0.86) (4.64) (7.53)

LIQ -0.1506* -0.1027* -0.1537
(-2.18) (-1.81) (-1.26)

LEV -0.2012** -0.0719 -0.233*
(-3.10) (-1.1) (-1.8)

DBT 0.1474* 0.0662* 0.0859
(1.80) (1.79) (1.29)

DIVYIELD 0.0081** 0.0091*** 0.0029
(3.50) (3.26) (0.88)

N 4 493 493

Adjusted R-square 0.181 0.196 0.634

Panel B : Period 1993 to 1996 (Before crisis)

 
 

Independent 
variable

Fama-Macbeth 
model Pool regression Fixed-effects 

regression

Intercept 0.1527 0.1667 0.0366
(3.33) (3.91) (0.28)

MB 0.0738*** 0.0365*** 0.0082
(3.33) (6.71) (1.55)

SIZ -0.0015 -0.0005 0.0096
(-0.55) (-0.16) (1.11)

CF 0.0103 0.0022 -0.0007
(0.37) (0.6) (-0.23)

LIQ -0.1382*** -0.1629*** -0.2006***
(-6.29) (-8.9) (-7.13)

LEV -0.3290*** -0.3145*** -0.2705***
(-11.27) (-15.73) (-9.8)

DBT 0.0266** 0.0177 0.0379**
(2.66) (1.4) (2.45)

DIVYIELD 0.0011 0.002** -0.001
(0.55) (2.47) (-1.35)

N 10 2403 2403

Adjusted R-square 0.206 0.134 0.573

Panel C : Period 1998 to 2007 (After crisis)
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For whole period, the results from all three 
methodologies report that cash holdings increase 
significantly with market-to-book ratio and debt 
maturity structure and cash holdings decrease 
significantly with liquid assets substitutes and leverage. 
In addition, we also find that cash holdings increase 
significantly with dividend’s payment in the Fama-
Macbeth and Pool regression. However, the coefficients 
obtained for firm size and cash flow are not significant 
across all methodologies. 
 The market-to-book ratio coefficient is 
positive and significant at the 1% level, consistent with 
the view that firms with higher levels of growth 
opportunities prefer to hold more cash to avoid 
situations in which they give up profitable investment 
opportunities because they are short of cash. This result 
coincides with that found in previous studies (Kim et 
al.,(1998), Opler et al.,(1999), Ozkan and Ozkan(2004), 
Ferreira and Vilela (2004)). 
 The effect of liquidity asset substitutes on cash 
holdings is negative and significant at the 1% level. 
This result can possibly indicate that firms can use their 
non-cash liquid assets as substitute to cash holdings. 
 There is strong support for the negative 
relationship between leverage and cash holdings, as 
previously shown by Opler et al.,(1999), Ozkan and 
Ozkan(2004), Ferreira and Vilela (2004). The 
coefficient of leverage is significant at 1% level. The 
negative coefficient supports the pecking order theory, 
where cash holdings fall when investments exceed 
retained earnings.  
 We also provide strong evidence that the 
coefficient of dividend’s payment is positive and 
significant. This finding is similar to the result that 
found in Ozkan and Ozkan (2004), Drobetz and 
Gruninger (2006) and the result is consistent with the 
view that dividend payers are particularly reluctant to 
omit dividends. Therefore, firms will hold large 
amounts of cash.  
 One interesting result is on the effects of firm 
size on cash holdings, the result indicates that the 
coefficient of firm size is positive but insignificant. 
This finding contradicts to the previous empirical 
studies (Opler et al.,(1999), Drobetz and Gruninger 
(2006)) and does not support the view that larger firms 
hold lower cash because they have better excess to 
external financing and less likely to experience to 
financial distress. 
 When we estimate our regression for the two 
sub samples period, we find that the results from the 
regressions lead to the same conclusions as the whole 
period, except for firm size and cash flow. During 
before crisis and after crisis, we still find strong 
evidence that the coefficients of market-to-book ratio, 
debt maturity structure and dividend’s payment are 
positive and significant and the coefficients of liquidity 
asset substitutes and leverage are negative and 
significant. However, only the results from during 

before crisis reveal that firm size and cash flow 
coefficients are significant and positive related to cash 
holdings. 
 
Dynamic panel data estimation 
 
Estimate the speed of adjustment towards the target 
cash ratio. 
 In table 2, we report the results obtained for 
the estimation of the dynamic panel model. In this 
paper, we examine dynamic panel model in three 
samples period. Column (1) shows the result for the 
whole period (1993-2007) and Column (2),(3)  show 
the results during before crisis and after crisis, 
respectively. All the estimations have been carried out 
using the two-stage least squares estimator. 
 
Table 2 Dynamic panel data estimation results –  
              Two-stage least squares estimations 
 

This table presents the results from two-stage least squares 
estimations. Column (1) shows the results over the period from 1993 
to 2007. Column (2) and (3) show the results in the period of before 
crisis (1993-1996) and after the crisis (1998-2007), respectively. 
CASH is calculated as cash and cash equivalents divided by net 
assets. MB is measured as the book value of total assets minus the 
book value of equity plus the market value of equity to book value of 
assets. SIZ is defined as the natural logarithm of total assets. CF is the 
ratio of operating cash flow to total assets. LIQ is the ratio of current 
assets minus current liabilities and total cash to total assets. LEV is 
the ratio of total debt to total assets. DBT is the ratio of long-term 
debt to total debt. DIVYIELD is the ratio of dividend to the stock 
price. ***, ** and * indicate significance at the 1 percent, 5 percent , 
and 10 percent level, respectively. 
 

Independent 
Variable

(1) Whole 
period

(2) Before 
crisis

(3)   After 
crisis

CASH(t-1) 1.0667*** 0.9529*** 1.1033***
(46.13) (17.21) (40.69)

MB -0.0214*** -0.0458*** -0.0118**
(-5.03) (-4.19) (-2.32)

SIZ 0.001 0.0059 0.0002
(0.49) (0.84) (0.09)

CF -0.0019 -0.083 -0.0019
(-0.72) (-0.98) (-0.73)

LIQ 0.0065 -0.0346 0.0138
(0.51) (-0.73) (1)

LEV 0.0139 0.0398 0.0128
(0.94) (0.71) (0.76)

DBT 0.0013 0.0761*** -0.0094
(0.15) (2.6) (-1.03)

DIVYIELD -0.0002 0.0034 -0.0006
(-0.4) (1.59) (-1.06)

C -0.0009 -0.0795 0.0025
(-0.03) (-0.78) (0.08)

N 2793 325 2292

Adjusted R-
squared 0.515 0.536 0.518

Dependent Variable : CASH
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 For the whole period, the coefficient of the 
lagged dependent variable CASH(t-1) is negative and 
significant at the 1% level. The estimated speed of 
adjustment coefficient for Thai firms, λ = 1-γ0, is -
0.0667 which does not support the dynamic behavior of 
cash holding decisions. This result implies that 
adjustment costs are so large, preventing firms from 
making adjustments in their cash holdings to reach the 
target cash ratio. This finding is inconsistent with the 
previous empirical studies from Guney et al. (2003), 
Ozkan and Ozkan (2004), Garcia-Teruel and Martinez-
Solano (2004), Drobetz and Gruninger (2006), which 
confirm the dynamic nature of cash holdings and firms 
adjust their cash holdings to the target cash ratio. 
 However, we find that the result during before 
crisis contradicts to the whole period. The coefficient of 
lagged dependent variable CASH(t-1) during before 
crisis is positive and significant at the 1% level. The 
estimated speed of adjustment coefficient, λ = 1-γ0, is 
0.0471 which confirms that Thai firms adjust their cash 
holdings to the target cash ratio at low speed of 
adjustment. This can be taken as the support to the view 
that firms trade-off between costs of adjustment 
towards target cash holdings and costs of being off 
target. 
 The result during after crisis is consistent with 
the result for the whole period. The coefficient of the 
lagged dependent variable CASH(t-1) is negative and 
significant at the 1% level. The estimated speed of 
adjustment coefficient, λ = 1-γ0, is -0.1033 which does 
not support the dynamic behavior of cash holding 
decisions. 
 In summary, our results indicate that Thai 
firms do not adjust their cash holdings to the target cash 
ratio. We suspect that the most reasonable explanations 
are based on the adjustment costs are so large which 
preventing firms from making adjustments in their cash 
holdings to reach the target cash ratio and/or there is no 
the existence of the target cash holding in long-run for 
Thai firms. 
 
Examine determinants of adjustment speed to target 
cash ratio 
 Table 3-7 present the results of the 
determinants of speed adjustment to the target cash 
ratio. The main factors that we study the impact to 
speed of adjustment are firm size, debt capacity, 
relative leverage, relative cash, and fixed assets. Firms 
are categorized as high or low in terms of firm size, 
debt capacity, and fixed assets based on whether they 
are in the top (Q4) or bottom (Q1) quartile. Leverage 
and cash ratio are classified into two groups which are 
over or under the target level. In all tables, we 
investigate the determinants of speed to target cash 
level in three samples period. Column (1) shows the 
result for the whole period (1993-2007) and Column 
(2),(3)  show the results during before crisis and after 
crisis, respectively. All the estimations have been 

carried out using the two-stage least squares estimator. 
In this paper, the results from table 3-7 show that the 
speed of adjustment coefficient CASH(t-1) significant 
at the 1% level. 
 
 
Table 3 The result of determinant speed of  
              adjustment – Firm size 
 

This table examines firms in the top and bottom quartile 
for size. The speed of adjustment is estimated with a two-stage least 
squares methodology. Column (1) shows the results over the period 
from 1993 to 2007. Column (2) and (3) show the results in the period 
of before crisis (1993-1996) and after the crisis (1998-2007), 
respectively. CASH is calculated as cash and cash equivalents divided 
by net assets. MB is measured as the book value of total assets minus 
the book value of equity plus the market value of equity to book value 
of assets. SIZ is defined as the natural logarithm of total assets. CF is 
the ratio of operating cash flow to total assets. LIQ is the ratio of 
current assets minus current liabilities and total cash to total assets. 
LEV is the ratio of total debt to total assets. DBT is the ratio of long-
term debt to total debt. DIVYIELD is the ratio of dividend to the 
stock price. ***, ** and * indicate significance at the 1 percent, 5 
percent , and 10 percent level, respectively. 

 

Independe Small Large Small Large Small Large

CASH(t-1) 1.0549*** 1.1751*** 0.5053*** 0.9013*** 1.2248*** 1.3348***
(24.97) (25.17) (4.75) (6.63) (26.69) (25.74)

MB -0.0639*** -0.0011 -0.0563*** 0.0185 -0.0234** -0.0116
(-7.3) (-0.15) (-2.66) (0.8) (-2.22) (-1.56)

SIZ -0.0048 -0.0116** 0.0043 -0.0365 -0.0083 -0.0099**
(-0.45) (-2.46) (0.16) (-1.45) (-0.72) (-2.27)

CF -0.002 0.0846* -0.0832 -0.6086*** -0.0032 0.2227***
(-0.45) (1.83) (-0.66) (-3.69) (-0.75) (4.82)

LIQ -0.0338 0.0155 -0.0924 -0.3003** -0.009 0.0645***
(-1.28) (0.67) (-1.49) (-2.54) (-0.32) (2.89)

LEV -0.0148 0.13*** -0.1461* 0.0176 0.0177 0.1934***
(-0.47) (5.15) (-1.7) (0.14) (0.52) (7.41)

DBT -0.0238 -0.0009 0.0532 0.0511 -0.0381** -0.0108
(-1.49) (-0.05) (1.26) (0.68) (-2.25) (-0.72)

DIVYIELD -0.0007 0.0005 0.0025 0.01 -0.0008 -0.0002
(-0.73) (0.43) (0.91) (1.12) (-0.78) (-0.18)

C 0.136 0.1217 0.0588 0.5501 0.1206 0.0652
(0.96) (1.56) (0.17) (1.34) (0.79) (0.9)

N 698 698 81 81 573 572

Adjusted R 0.574 0.611 0.39 0.484 0.647 0.671

Dependent Variable : CASH
(1) Whole period (2) Before crisis (3) After crisis

 
 
Table 4 The result of determinant speed of  
              adjustment – Debt capacity 
 

This table examines firms in the top and bottom quartile 
for debt capacity. The speed of adjustment is estimated with a two-
stage least squares methodology. Column (1) shows the results over 
the period from 1993 to 2007. Column (2) and (3) show the results in 
the period of before crisis (1993-1996) and after the crisis (1998-
2007), respectively. CASH is calculated as cash and cash equivalents 
divided by net assets. MB is measured as the book value of total 
assets minus the book value of equity plus the market value of equity 
to book value of assets. SIZ is defined as the natural logarithm of total 
assets. CF is the ratio of operating cash flow to total assets. LIQ is the 
ratio of current assets minus current liabilities and total cash to total 
assets. LEV is the ratio of total debt to total assets. DBT is the ratio of 
long-term debt to total debt. DIVYIELD is the ratio of dividend to the 
stock price. ***, ** and * indicate significance at the 1 percent, 5 
percent , and 10 percent level, respectively. 
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Independe Low Debt High Debt Low Debt High Debt Low Debt High Debt

CASH(t-1) 0.9431*** 1.2297*** 0.4125*** 1.405*** 1.0155*** 1.1915***
(20.49) (22.08) (6.13) (12.09) (20.03) (15.95)

MB -0.0288*** -0.0004 -0.0175 0.044 -0.0088 -0.0067
(-3.49) (-0.03) (-1.63) (1.24) (-0.93) (-0.39)

SIZ -0.0009 0.0021 0.0073 0.0192 -0.0095* 0.0029
(-0.17) (0.44) (1.02) (0.94) (-1.66) (0.55)

CF -0.0025 0.0916* 0.0615 0.1653 -0.004 0.0993*
(-0.45) (1.84) (0.58) (1.01) (-0.73) (1.75)

LIQ -0.172*** -0.0586* -0.0643 -0.1405 -0.1871*** -0.033
(-4.57) (-1.69) (-1.12) (-1.2) (-4.59) (-0.88)

LEV -0.9565*** -0.0615 -0.3127*** -0.0705 -1.1134*** -0.0275
(-8.42) (-1.08) (-3.54) (-0.32) (-7.73) (-0.44)

DBT -0.0038 0.0695*** 0.1109*** 0.1381* -0.0314 0.0477*
(-0.18) (2.65) (3.8) (1.73) (-1.39) (1.68)

DIVYIELD -0.0031** 0 -0.0005 0.0052 -0.0042*** -0.0006
(-2.36) (0) (-0.21) (1.25) (-2.93) (-0.43)

C 0.1503** -0.0115 -0.0311 -0.3647 0.2615*** -0.028
(2.01) (-0.16) (-0.29) (-1.23) (3.14) (-0.35)

N 698 698 81 81 573 573

Adjusted R 0.554 0.5 0.602 0.798 0.598 0.37

Dependent Variable : CASH
(1) Whole period (2) Before crisis (3) After crisis

 
 
 
Table 5 The result of determinant speed of  
              adjustment – Relative leverage 
 

This table examines firms that are over or underleveraged. 
The speed of adjustment is estimated with a two-stage least squares 
methodology. Column (1) shows the results over the period from 
1993 to 2007. Column (2) and (3) show the results in the period of 
before crisis (1993-1996) and after the crisis (1998-2007), 
respectively. CASH is calculated as cash and cash equivalents divided 
by net assets. MB is measured as the book value of total assets minus 
the book value of equity plus the market value of equity to book value 
of assets. SIZ is defined as the natural logarithm of total assets. CF is 
the ratio of operating cash flow to total assets. LIQ is the ratio of 
current assets minus current liabilities and total cash to total assets. 
LEV is the ratio of total debt to total assets. DBT is the ratio of long-
term debt to total debt. DIVYIELD is the ratio of dividend to the 
stock price. ***, ** and * indicate significance at the 1 percent, 5 
percent , and 10 percent level, respectively. 
 

Independe Under Lev Over Lev Under Lev Over Lev Under Lev Over Lev

CASH(t-1) 0.948*** 1.1645*** 0.8153*** 1.1405*** 0.9726*** 1.2247***
(24.66) (45.64) (8.05) (17.2) (22.6) (41.71)

MB -0.0241*** -0.0107** -0.0523*** 0.0166 -0.0068 -0.0158***
(-3.72) (-2.03) (-2.93) (1.07) (-0.91) (-2.64)

SIZ 0.0003 0.0009 0.0128 0.0004 -0.0016 0.0016
(0.09) (0.36) (1.01) (0.05) (-0.5) (0.64)

CF -0.0019 0.0625** 0.0981 -0.3102*** -0.0021 0.1243***
(-0.65) (2.35) (0.58) (-3.19) (-0.7) (4.34)

LIQ -0.0291 0.0463*** 0.022 -0.0713 -0.023 0.0683***
(-1.41) (3.21) (0.25) (-1.31) (-1.07) (4.39)

LEV -0.0757*** 0.0985*** 0.1754 -0.0299 -0.0849*** 0.1305***
(-2.75) (5.4) (1.53) (-0.49) (-2.79) (6.35)

DBT -0.0096 0.0113 0.0323 0.0777** -0.0167 -0.0031
(-0.72) (1.14) (0.6) (2.35) (-1.19) (-0.29)

DIVYIELD -0.001 0.0004 -0.0036 0.0081*** -0.0009 -0.0003
(-1.09) (0.75) (-0.99) (3.2) (-0.98) (-0.41)

C 0.0562 -0.0643* -0.1863 -0.0751 0.068 -0.0846**
(1.27) (-1.94) (-1) (-0.64) (1.48) (-2.35)

N 1482 1309 109 214 1338 954

Adjusted R 0.409 0.669 0.442 0.645 0.411 0.707

Dependent Variable : CASH
(1) Whole period (2) Before crisis (3) After crisis

 

Table 6 The result of determinant speed of  
              adjustment – Relative cash 
 

This table examines firms that cash are above or below the 
target. The speed of adjustment is estimated with a two-stage least 
squares methodology. Column (1) shows the results over the period 
from 1993 to 2007. Column (2) and (3) show the results in the period 
of before crisis (1993-1996) and after the crisis (1998-2007), 
respectively. CASH is calculated as cash and cash equivalents divided 
by net assets. MB is measured as the book value of total assets minus 
the book value of equity plus the market value of equity to book value 
of assets. SIZ is defined as the natural logarithm of total assets. CF is 
the ratio of operating cash flow to total assets. LIQ is the ratio of 
current assets minus current liabilities and total cash to total assets. 
LEV is the ratio of total debt to total assets. DBT is the ratio of long-
term debt to total debt. DIVYIELD is the ratio of dividend to the 
stock price. ***, ** and * indicate significance at the 1 percent, 5 
percent , and 10 percent level, respectively. 
 

Independe Cash Cash Cash Cash Cash Cash
below above below above below above

CASH(t-1) 0.324*** 0.7864*** 0.218*** 0.9505*** 0.3718*** 0.7551***
(19.92) (18.45) (7.01) (8.74) (18.77) (15.51)

MB 0.0001 0.0009 0.0085*** -0.0905*** -0.0012 0.0316***
(0.04) (0.09) (2.64) (-3.57) (-0.7) (2.66)

SIZ 0.0026*** -0.0045 0.0023 -0.0092 0.0025*** -0.0052
(4.32) (-0.92) (1.24) (-0.42) (3.73) (-0.99)

CF 0.0002 -0.0057 -0.0691*** 0.1997 0.0002 -0.005
(0.31) (-0.87) (-2.93) (0.85) (0.28) (-0.77)

LIQ -0.0106** -0.1748*** -0.0411*** -0.284** -0.0064 -0.1534***
(-2.42) (-5.97) (-3.11) (-2.15) (-1.3) (-4.93)

LEV -0.0532*** -0.2438*** -0.0781*** 0.0705 -0.046*** -0.2729***
(-8.82) (-7.81) (-4.93) (0.48) (-6.41) (-7.76)

DBT 0.0149*** 0.0275 0.029*** 0.1169 0.0136*** 0.0124
(5.7) (1.34) (3.47) (1.64) (4.84) (0.56)

DIVYIELD 0.0005*** -0.0025 0.0007 -0.0044 0.0007*** -0.0047***
(3.52) (-1.63) (1.18) (-0.81) (3.72) (-2.59)

C -0.0139 0.2684*** -0.0089 0.289 -0.0165* 0.2685***
(-1.59) (3.84) (-0.34) (0.89) (-1.71) (3.61)

N 1851 942 227 98 1511 781

Adjusted R 0.417 0.53 0.405 0.527 0.428 0.543

Dependent Variable : CASH
(1) Whole period (2) Before crisis (3) After crisis

 
 
 
Table 7 The result of determinant speed of  
               adjustment – Fixed assets 
 

This table examines firms in the top and bottom quartile 
for fixed assets. The speed of adjustment is estimated with a two-
stage least squares methodology. Column (1) shows the results over 
the period from 1993 to 2007. Column (2) and (3) show the results in 
the period of before crisis (1993-1996) and after the crisis (1998-
2007), respectively. CASH is calculated as cash and cash equivalents 
divided by net assets. MB is measured as the book value of total 
assets minus the book value of equity plus the market value of equity 
to book value of assets. SIZ is defined as the natural logarithm of total 
assets. CF is the ratio of operating cash flow to total assets. LIQ is the 
ratio of current assets minus current liabilities and total cash to total 
assets. LEV is the ratio of total debt to total assets. DBT is the ratio of 
long-term debt to total debt. DIVYIELD is the ratio of dividend to the 
stock price. ***, ** and * indicate significance at the 1 percent, 5 
percent , and 10 percent level, respectively. 
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Independe Low High Low High Low High

CASH(t-1) 1.0814*** 0.7678*** 1.26*** 1.0337*** 1.0456*** 0.7011***
(22.89) (13.94) (13.55) (7.69) (18.03) (10.91)

MB -0.0129 -0.0133 -0.0205 0.0016 -0.0076 -0.0115
(-1.13) (-1.61) (-0.86) (0.05) (-0.55) (-1.22)

SIZ 0.0009 0.0062* -0.0019 0.0083 0.0027 0.0062*
(0.13) (1.95) (-0.11) (0.49) (0.35) (1.96)

CF 0.2309*** -0.0006 0.0812 -0.5521*** 0.2332*** 0.0914*
(4.31) (-0.01) (0.51) (-3.62) (3.8) (1.89)

LIQ -0.1636*** -0.0446 -0.0634 -0.1707* -0.1689*** -0.0543*
(-4.59) (-1.57) (-0.68) (-1.67) (-4.12) (-1.7)

LEV -0.0423 -0.0347 0.1701 -0.1435 -0.0771 -0.0543*
(-1.01) (-1.2) (1.56) (-1.28) (-1.54) (-1.68)

DBT 0.0726*** 0.0131 0.1078* 0.0288 0.0668** 0.0184
(2.74) (0.83) (1.86) (0.46) (2.12) (1.05)

DIVYIELD -0.0016 0.0002 0.0038 0.0063 -0.0026* -0.0017
(-1.24) (0.15) (1.1) (1.45) (-1.7) (-1.27)

C 0.0494 -0.0829* -0.0632 -0.1165 0.0393 -0.0813*
(0.54) (-1.78) (-0.28) (-0.46) (0.37) (-1.74)

N 698 698 81 81 573 573

Adjusted R 0.606 0.282 0.818 0.469 0.556 0.27

Dependent Variable : CASH
(1) Whole period (2) Before crisis (3) After crisis

 
 
Table 3 and 4 present the impact of external 

financing costs to adjustment process. Higher external 
financing costs are expected to slow the rate of 
adjustment. Because of external financing costs 
fluctuate with asymmetric information and firm’s 
ability to access the capital markets. In this paper, we 
use firm size as the proxy for information asymmetry 
and debt capacity to evaluate access to the capital 
markets. 

 Table 3 shows the impact of firm size. For the 
whole period, the results indicate that small and large 
firms do not adjust their cash holdings to the target cash 
ratio. The speed adjustment coefficients for both firms 
are negative at the rate of  
-0.0549 and -0.1751, respectively. These results show 
that there are not different in speed of adjustment due to 
firm size and do not support the hypothesis that larger 
firms have lower information asymmetry which would 
imply a lower cost of financing and have faster speed of 
adjustment towards the target cash ratio.  
 On the other hand, when we consider the 
impact of firm size into two sub periods, we find that 
small and large firms adjust their cash holdings to the 
target cash ratio during before crisis. The result shows 
that small firms have faster speed of adjustment than 
large firms (0.4947 compare to 0.0987). This finding is 
opposite to the prediction of the relationship between 
firm size and speed of adjustment to target cash ratio. 
However, the result during after crisis is similar to the 
result for the whole period. For during after crisis, we 
still find that both of small and large firms do not adjust 
their cash to the target level.  

Table 4 shows the impact of debt capacity. For 
the whole period, the result shows that firms with low 
debt capacity adjust their cash holdings to the target 
cash level at low speed of adjustment (0.0569) while 

firms with high debt capacity do not adjust their cash to 
the target cash ratio(the speed of adjustment coefficient 
is negative at the rate of -0.2297). Moreover, we find 
that the result during before crisis is similar to the result 
for the whole period. However, for during after crisis 
the result indicates that both of firms with low debt 
capacity and firms with high debt capacity do not adjust 
their cash holdings to the target cash level. All these 
findings are not consistent with the conclusion of Leary 
and Roberts (2005) that firms with low debt capacity 
have limited potential for distress and less need for 
rapid adjustment. 

Table 5-7 present the impacts of financial 
distress costs to adjustment process. The main idea is 
that faster adjustment is predicted for firms with a 
higher probability of distress. To capture costs of 
distress, we use relative leverage, relative cash and 
fixed assets as proxies. 

Table 5 shows the impact of relative leverage. 
For the whole period, the result shows that 
underleveraged firms adjust their cash holdings to the 
target cash level at low speed of adjustment (0.052) 
while overleveraged firms do not adjust their cash to 
the target cash level (the speed of adjustment 
coefficient is negative at the rate of  
-0.1645). In addition, the conclusions of the results for 
during before crisis and after crisis are the same as the 
result for the whole period. All these results opposite to 
the conclusion that overleveraged firms have higher 
speed of adjustment than underleveraged firms because 
of the costs of financial distress for overleveraged firms 
are higher. 

Table 6 shows the impact of relative cash. For 
the whole period, the result shows that firms with cash 
below target have faster speed of adjustment than firms 
with cash above target (0.676 compare to 0.2136). And 
we also find that the conclusions of the results during 
before crisis and after crisis are the same as the result 
for the whole period. These results are consistent with 
the view that firms with cash below target are expected 
to have faster speed of adjustment than firms with cash 
above target because they are more likely to distress. 

Table 7 shows the impact of fixed assets. For 
the whole period, the result shows that firms with high 
fixed assets adjust their cash holdings to the target cash 
level at the rate of 0.2322 while firms with low fixed 
assets do not adjust their cash to the target cash 
ratio(the speed of adjustment coefficient is negative at 
the rate of  
-0.0814). Furthermore, we find the same results as the 
whole period in during after crisis. However, the result 
during before crisis reports that firms with low fixed 
assets and firms with high fixed assets do not adjust 
their cash holdings to the target cash ratio. Therefore, 
we can conclude that all these results contrast to the 
conclusion that firms with higher fixed assets have 
slower speed of adjustment than firms with lower fixed 
assets. 
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CONCLUSIONS 
 

We examine firms’ cash holding decisions by 
using Thai non-financial firms during the period 1993-
2007. First, we investigate the determinants of 
corporate cash holdings. We observe significant 
influences from firm-specific variables on cash 
holdings. Our results indicate that cash holding is 
positively related to the firms’ growth opportunity and 
negatively related to leverage and liquidity assets 
substitute. These findings are similar to the previous 
findings in Opler et al.,(1999), Ferreira and Vilela 
(2002), Ozkan and Ozkan (2004) and support the trade-
off model which postulates that firms identify their 
optimal level of cash holdings by weighting the 
marginal benefits and marginal costs of holding cash.  

The strong positive relationship between 
firms’ growth opportunity and cash holdings indicates 
that firms will avoid foregoing valuable investment 
opportunities due to cash shortages. And according to 
the transaction cost motive, the observation that firms 
with higher leverage tend to hold less cash is consistent 
with the view that opportunities costs of holdings cash 
increase with leverage. However, the negative 
relationship between leverage and cash holdings also 
support the pecking order theory, where cash holdings 
fall when investments exceed retained earnings.  

In addition, we also find the positive 
relationship between dividend’s payment and cash 
holdings. This result supports for the hypothesis that 
dividend paying firms hold more cash because they 
reluctant to cut or omit dividend payments. However, 
our result indicates that debt maturity structure is 
positively related to cash holdings which contrast to the 
result from previous study (Garcia-Teruel and 
Martinez-Solano, 2004). This finding is not support the 
view that firms with more short-term debt, which are 
likely to have greater information asymmetry, hold 
more cash. In this paper, we cannot observe a 
significant relationship between firm size and cash 
holdings. 

Second, we analyze speed of adjustment 
towards the target cash ratio of Thai firms by two-stage 
least square estimator. The results show that the 
estimated adjustment coefficients from dynamic panel 
models are negative, indicating that Thai firms do not 
adjust their cash holdings to the target cash ratio. We 
suspect that the most reasonable explanations are based 
on the adjustment costs are so large which preventing 
firms from making adjustments in their cash holdings to 
reach the target cash ratio and/or there is no the 
existence of the target cash holding in long-run for Thai 
firms. 

Finally, we focus on the determinants of speed 
of adjustment towards the target cash ratio. In this 
paper, we examine the impact of firm’s external 
financing costs and financial distress costs to the speed 
of adjustment. Most of our findings demonstrate that 

we cannot observe adjustment behavior to target cash 
ratio for Thai firms. However, we find some adjustment 
towards target cash level and support the reasons of 
theory of adjustment speed. The results show that firms 
with cash below target have faster speed of adjustment 
towards target cash ratio than firms with cash above 
target in all three samples period. 

On the other hand, we also find the results that 
are not consistent with the reasons of theory of 
adjustment speed. Our findings indicate that 
underleveraged firms have faster speed of adjustment 
towards target cash ratio than overleveraged firms in all 
three samples period and firms with high fixed assets 
adjust their cash holdings faster than firms with low 
fixed assets in the whole period and during after crisis.  
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Abstract: Target capital structure explains that firms will trade off between the benefit of using debt 
and the cost of debt to reach their target capital structure. At this level, firms will maximize their value. 
Base on this theory, firms will adjust their capital structure to move toward target that means firms 
consider target as important factor when they make external finance. In contrast to previous target 
capital structure work, this paper will classify the role of target capital structure into 2 different levels. 
Given investment plan, firms will try to make external finance (debt or equity) that minimize deviation 
from target. Another is firms will adjust their capital structure over time when they deviate further 
from target. Binary logit regression method will be applied to the test. Binary logit regression can take 
into account other control variables. The results show that when firms make external finance, firms 
will have their target level in mind and try to finance in the way that minimize their deviation from 
target. Firms also try to adjust their capital structure overtime when they deviate from target leverage 
ratio. This evidence shows that capital structure is relevant when firms do financial transaction. 
 
Keywords: Trade-off, Target Leverage Ratio 

 
INTRODUCTION 

 
 The trade-off theory is one of main theories that 
explain the relevance of capital structure. According to 
this theory, firms choose their capital structure that 
balance marginal benefits and marginal costs of debt 
and try to maintain to the target structure. This target 
will maximize the value of the firm and so, according to 
this theory, a firm will consider its target as one 
important factor when making a financial decision.  
     The study of debt-equity choice which is the one 
implication of trade-off theory examines how firm 
characteristics affect the choice between debt and 
equity when firms want external fund. This study 
hypothesizes that firms tend to move toward target 
leverage ratio when they either raise capital or retire 
existing capital. 
 Hovakimian [1] proposes that earlier studies of debt-
equity [2,3,4,5] choice have overlooked some aspects of 
firms’ behavior which are also consistent with the 
tradeoff theory. Firms might consider the target as an 
important determinant in their financial decision at 
different situations. The first involves a situation in 
which firms considering for external fund tend to select 
the transaction that can minimize the absolute deviation 

from target. This is called debt-equity hypothesis. 
Second, firms when deviate from target tend to make a 
transaction which moves their leverage ratio toward the 
target leverage ratio. This is called target adjustment 
hypothesis. The first situation assume that firms do 
have financial need so they have to decide either to 
raise fund with equity or debt by considering which  
type of transaction can minimize the absolute deviation. 
Contrast with the first situation, second situation 
involves the firms that decide to make transaction and 
decide not make any transaction. To investigate, firms 
make transaction because of adjusting toward target 
leverage ratio. For example, overleveraged firms, by the 
target adjustment hypothesis, tend to issue equity or 
reduce debt rather than making no transaction because 
firms want to adjust their leverage ratio toward the 
target leverage ratio. 
 This paper will examine whether target capital 
structure determines corporate financial decisions by 
differentiating between two aspects of the role of target 
leverage. The countries in the study are Australia, 
Singapore and Thailand. These countries are in the Asia 
Pacific region where study on the role of target capital 
structure is less documented. Previous debt-equity 
choice studies are concentrated in US, UK and Europe 



Proceedings of ASIMMOD 2009, January 22-23, Bangkok, Thailand 
 

 251

[1,2,6]. The different environments in each country, such 
as the legal and institutional settings, will also provide a 
good opportunity to examine the role of target leverage 
in this region. For example, Australia and Singapore are 
developed capital market while Thailand is emerging 
market. La Porta, Lopez-de-Silanes, Shleifer, and Vishy 

[7] find that a better protection of outside investor 
increases external financing. These countries in 
investigation have the different level of protection of 
outside investors. Australia and Singapore have the 
same level of shareholders right protection at 4 which is 
greater than Thai shareholders that score only 2 (high 
score means high level of protection). This implies that 
Australia and Singapore can easier access to stock 
market than Thailand. In term of debt financing, the 
legal protection for creditor rights in Australia, 
Singapore and Thailand are 1, 4 and 3 respectively.     
Comparing between shareholders and creditors 
protection right imply that when external fund needed, 
Australia firms tend to issue more equity. Singapore 
can use either debt or equity. Thai firms will depend 
more on debt. These differences could affect the firms’ 
decision when decide for external fund.  
 This paper also classifies firms into two different 
types, namely those overleveraged and those 
underleveraged.  Classifying these two kinds of firms in 
the study can identify the role of target leverage more 
clearly because over- and under- leveraged firms are in 
different positions so they have different incentives. 
Pooling these two types of firm together might give a 
biased result; for example, if overleveraged firms 
concern more on target leverage ratio than 
underleveraged firms because they have higher costs of 
deviation from the target [6].  

 
METHODS AND DATA 

  
 The sample contains firms in stock exchange of 
Australia, stock exchange of Singapore and stock 
exchange of Thailand. Firms in financial sector are 
excluded from the sample because they are highly 
regulated and their capital structures are significantly 
different from other sectors. The period of this study is 
during 1996-2006.  
 There are 4 main transactions in this study, namely 
Equity issue, Debt issues, Equity repurchase and Debt 
reduction. All transactions will be net transactions, net 
equity issue (net equity repurchase) = proceeds from 
sale of common stock and preferred stock – amount of 
common and preferred stock repurchased. Net debt 
issue (net debt reduction) = proceeds from issuing short 

or long term borrowing – amount of repayment of 
amount borrowed 
         Following Hovakimian, Opler and Titman [5], this 
paper will focus on firms having financing transactions 
defined as being greater 5% of the pre-issue book value 
of total assets. Firms that being less than 5% for both 
debt and equity transactions define as No transaction 
firms. For example, in a given financial year if net 
equity issue of firm A is positive and is greater than 5% 
of the pre-issue book value of total assets. A is 
classified as equity issue transaction. However, if net 
equity issue of firm A is negative and is greater than 
5% of pre-issue book value of total assets. A is 
classified as equity repurchase transaction.  
         Net equity issue, net equity repurchase, net debt 
issue and net debt reduction are tracked from the cash 
flow from financing as reported on Reuter. The reason 
that uses cash flow statement because debt that comes 
from operating activity should be excluded. Other 
accounting variables are collected from DataStream 
database. 
 To examine to role of target leverage ratio, two 
stages procedure are required by the following 
equations. 
 
Levi,t =  α0 +β1 PROFi,t-1 +β2 TANGi,t-1 +β 3SIZEi,t-1 +β4 NDTSi,t-1 + 
              β5  MTBi,t-1 +β6 SEi,t-1 +β7RDi,t-1+β8DUM_RDi,t-1+vi + λt+ εi,t   
                                                                                                   (1)    
 First, target leverage ratio is estimated. This paper 
will proxy the target by regress the debt ratio against 
the set of the variables that are used in past studies of 
debt determinants Lev is the book value of debt ratio. 
The reason the book value of debt ratio is used because 
managers consider the accounting number as their 
information before making any financial decisions. The 
natural logarithm of sale used as a proxy for firms size 
(SIZE) which is a common measure for size[8]. Larger 
firms tend to be more diversified and have more access 
to capital market so they can use more debt. The ratio 
of net property plant and equipment to total asset 
(TANG) is used to proxy for tangible asset [8]. Tangible 
asset can be used as collateral for debt financing can 
thus be associated with high debt capacity. ROA 
proxies for internal finance capacity [5]. ROA is defined 
as the ratio of earnings before interest, taxes, 
depreciation and amortization (EBITDA) to total assets. 
The market to book ratio (MTB) is a common measure 
for growth opportunities [8]. Firms with high growth 
opportunities tend to use less debt because an increase 
in market to book decrease weight of assets in place 
against growth opportunities and therefore reduces the 
relative value in case of liquidation. The ratio of 
depreciation and amortization to total asset (NDTS) as 
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an explanatory variable to proxy for non-debt tax 
shields [6]. High depreciation means less benefit of tax 
shield from using debt. Selling expense to sales (SE) is 
used to proxy for firms’ uniqueness [5]. High uniqueness 
means that firms have lack of liquidity when they are 
force to liquidation so low leverage is expected. 
Another proxy for uniqueness which is used in this 
study is the ratio of research and development expense 
to sales (RD).  A dummy variable for research and 
development is used because there are a number of 
missing observations. This dummy variable is assign as 
zero when research and development expense is not 
reported otherwise set to 1.  
 To estimate the target, the panel data will be used 
as it includes time effect (λt) as well as acts as a control 
for the heterogeneity of the firms through firm-specific 
effect (vi).  
 
 To test debt-equity choice hypothesis and target 
adjustment hypothesis, binary logit estimation is 
applied by following equation. 
 
Yi,t = α + β1(LEVi,t-1-TARGETi,t) + β2DTLDi,t-1 + β3 ROAi,t-1 + 
         β4 CASHi,t-1+β5MTBi,t-1+β6RETi,t-1+εi,t                                 (2)                                                                                  
 
 The binary logit regression which is suitable for 
debt-equity choice study is used for the examinations. 
The set of explanatory variables in includes deviation 
from target (LEV-TARGET). Positive is overleveraged 
firm and negative is underleveraged firm. This variable 
will capture whether firms deviate from target adjusting 
toward target. DTLD [5] is defined as the projected 
difference between the absolute deviation from target if 
a firm issues debt, |LEVd-TARGET| and the absolute 
deviation from target if a firm issues the same amount 
of equity, |LEVe-TARGET|. A positive value of this 
variable indicates that firms would end up closer to the 
target if they issue equity rather than debt. The 
following example clarifies the motivation for this 
variable. Consider a firm with leverage ratio of 0.2 and 
target leverage of 0.21 that needs new financing in the 
amount of 0.1 of total assets. Currently this firm is 
underleveraged, one might think that is should issue 
debt to move toward target. However, issuing equity for 
this firm makes its leverage ratio became 0.182. If firm 
chose to issue debt instead, its leverage ratio becomes 
0.273. Thus, despite the fact that the firm is 
underleveraged, it stays closer to target if is issues 
equity rather than debt. ROA show firms’ operating 
performances [1].This variable is defined as EBITDA to 
total assets. This variable relates to the availability of 
internal funds. Firms that have more internal funds tend 
to use such funds first. Cash or cash equivalent to total 

asset (CASH) is a control variable [9]. Market to book 
(MTB) will capture the effect of the market conditions 

[1]. This variable is also a proxy for growth opportunity 
(control for market timing). Stock return is also a 
measure of market performance and can also be 
interpreted as a proxy for the market timing effect. This 
variable has a negative relation with debt ratio which 
provides evidence that firms are more willing to issue 
equity when firms experience relatively high market 
valuation. (control for market timing). 
 
          RESULTS AND DISCUSSION 
 
 The two hypothesis of the role of target leverage 
ratio are tested as follow. 
 
Table1: Debt-Equity Choice Hypothesis Test 

Variable Thailand Singapore Australia 
  Coefficient Coefficient Coefficient 
 
LEV-TARGET -3.78** -4.34** -0.25 
DTLD -574*** -434** -7.60*** 
ROA    3.81***   0.59   1.78*** 
RET  -0.07   1.03***   0.23 
MTB  -0.09 - 0.67***   0.18** 
CASH -1.84 - 1.63 - 3.93*** 
Intercept   1.22***   2.37***   0.21 
  
MacFadden 
R-squared 0.18 0.21 0.24 
Obs Dep=0 121 96 331  
Obs Dep=1 501 269 251 
1 represent debt issue and zero represent equity issue  
   transaction 
*** indicates significance at the 1% level.  
** indicates significance at the 5% level  
* indicates significance at the 10% level. 
    
   
 Overall, the result the strong evidence of target 
leverage role in Singapore and Thailand. Both (LEV_B-
TARGET) and DTLD are significant and have expected 
sign which consistent with the debt-equity choice 
hypothesis. Firms try to get as close as possible to the 
target when they have to decide for external fund. 
Australia show weaker evidence of target leverage role 
that Australia firms do consider which type of 
transaction can minimize absolute deviation from 
target.  
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Table 2: Difference between over and under leveraged  

               firms 

Variables Thailand  Singapore Australia 
 Coefficient Coefficient Coefficient 
 
LEV-TARGET  -1.59 -6.24  0.71  
DTLD  -6.63** -2.73 -7.15***  
ROA   4.98***  3.21*  2.49***  
RET  -0.17  0.61  0.09 
MTB  -0.001 -0.62***  0.21* 
CASH  -2.51 -3.36** -4.91*** 
Intercept   1.09**  2.22***  0.33 
Dum   0.66  0.80  0.09  
Dum*LEV-TARGET  -4.05  3.32 -2.37 
Dum*DTLD  -0.75 -3.8 -1.61 
Dum*ROA  -2.91 -4.66** -2.1** 
Dum*RET   0.11  1.07*  0.43  
Dum*MTB  -0.12 -0.71 -0.09  
Dum*CASH   2.91  5.32*  3.09 
 
Log Likelihood -249.18 -162.39 -297.59 
Obs Dep=0  121 96   331 
Obs Dep=1  501 269  251 
1 represent debt issue transaction and zero represent  
   equity issue transaction. Dum is dummy variable 
   where set to 1 if firms are overleveraged (LEV- 
   TARGET) greater than zero or set to 0 if firms are 
   underleveraged (LEV-TARGET) less than zero.  
*** indicates significance at the 1% level.  
** indicates significance at the 5% level  
* indicates significance at the 10% level. 
  
 
 One of question in this study is that do 
overleveraged firms give more concern on target 
leverage. This study uses dummy variable where assign 
1 for overleveraged firm and 0 for underleveraged 
firms. The results in Table 2 show that the role of target 
leverage is indifference between over and under 
leveraged firms in all country samples.  Dum*(LEV -
TARGET) and Dum*DTLD are not significant in all 
samples. These result rejected the hypothesis that 
overleveraged firms will give more important on target 
leveraged than underleveraged because they have more 
possibility of bankruptcy. The results imply that firms 
do consider tax benefit and cost of bankruptcy at the 
same important level.   
 
 
 
 
 
 
 
 

Table 3: Target Adjustment Hypothesis Test 
   Debt Issue Transaction  

Variable Thailand Singapore Australia 
 Coefficient Coefficient Coefficient 
LEV-TARGET -3.32*** -5.45*** -4.16*** 
ROA  0.09  1.36 -0.24 
RET  0.23*  0.37**  0.46** 
MTB  0.27**  0.001  0.20** 
CASH -6.67*** -4.66*** -4.13*** 
Intercept  0.41** -0.28* -0.14 
Log Likelihood -491.17 -476.66 -338.12 
Obs Dep=0 290 552 276  
Obs Dep=1 501 260 251 
1 represent debt issue and zero represent no transaction. 
*** indicates significance at the 1% level.  
** indicates significance at the 5% level  
* indicates significance at the 10% level. 
 
 
 The results from Table 3 of debt issue transaction 
support the target adjustment hypothesis that 
underleveraged firms tend to issue debt to move toward 
target leverage ratio. The significant of LEV-TARGET 
which negative sign confirm the hypothesis that firms 
when deviate from target do adjust their leverage ratio 
overtime. 
 
Table 4: Target Adjustment Hypothesis 

  Equity Issue Transaction 

Variable Thailand Singapore Australia 
 Coefficient Coefficient Coefficient 
LEV-TARGET   5.09***   4.98***  3.35*** 
ROA  -1.71  -2.15** -1.88 
RET   0.23  -0.64**  0.08 
MTB   0.44***   0.45***  0.15** 
CASH  -4.44**  -1.1 -0.16 
Intercept  -1.05***  -2.22*** -0.06 
Log Likelihood -221.39 -241.32 -381.76 
Obs Dep=0 290 552 276  
Obs Dep=1 121 96 331 
1 represent equity issue and zero represent no  
   transaction.  
*** indicates significance at the 1% level.  
** indicates significance at the 5% level  
* indicates significance at the 10% level. 
 
 
 The results from Table 4 of equity issue transaction 
also support the hypothesis. This time, overleveraged 
firms tend to issue equity to offset the deviation from 
target leverage ratio and move toward target.  LEV-
TARGET which positive sign confirm the hypothesis. 
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Table 5: Target Adjustment Hypothesis 
  Debt Reduction Transaction 

Variable Thailand Singapore Australia 
 Coefficient Coefficient Coefficient 
LEV-TARGET   7.37***   7.14***   9.66*** 
ROA   1.15  -0.59  -0.84*** 
RET  -0.05  -0.33*  -0.13 
MTB  -0.11   0.08   0.06 
CASH  -5.13***  -3.15***  -3.14*** 
Intercept   0.87***   0.52***  -0.05 
Log Likelihood -500.62 -441.71 -304.87 
Obs Dep=0 290 552 276  
Obs Dep=1 637 245 254 
1 represent debt reduction and zero represent no  
   transaction.  
*** indicates significance at the 1% level.  
** indicates significance at the 5% level  
* indicates significance at the 10% level. 
 
 
 Table 5 reports the evidences of debt reduction 
transaction.  Firms when deviate above the target 
leverage ratio tend to reduce debt and move toward the 
target.  
 Overall, the target adjustment hypothesis is 
strongly supported in Thailand, Singapore and 
Australia. Though, firms cannot maintain at target 
leverage all the time, firms do have behavior to adjust 
their leverage ratio toward target. 
 
   CONCLUSION 
  
 The role of target leverage play important role 
when firms decide to make external transaction. Firms 
consider target as important factor when they decide 
either debt or equity to issue for raising fund. Though, 
firms cannot maintain at that target, firms try to stay as 
close as possible to that target. Second, firms do not 
adjust their leverage ratio all the time due to high 
adjustment and transaction cost. However, firms when 
deviate from target tend to do the type of transaction 
which can move their leverage ratio toward target 
leverage ratio. 
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Abstract: This research was aimed at developing the successful indicators derived from the 
standards of the distance education via satellite in basic education. The following indicators, which 
consisted of input factors, procedures, and results of distance education, were purposely marked for 
the development of successful indicators derived from standards. In the first phase, the cross sections 
were the experts from the Distance Learning via Satellite Foundation, Office of the Elementary 
Education Commission, Bureau of Technology for Teaching and Learning, and the school 
administrators affiliated to the distance education via satellite management in basic education 
amounted to 20 persons. In the second phase, the cross sections were 300 administrators and 
teachers from schools subordinate to the remote education. The conclusion was to be noted that the 
indicators derived from standards of the distance education via satellite in basic education composed 
of 41 indicators and performance criteria.  
_______________________________________________________________________________________________________________________________ 

 
Introduction           
 
 From the first move of the distance education 
via satellite in basic education to present time, the 
following distance education management was 
appointed but there were lack of purpose and apparent 
successful indicators. The indicators implied the status 
and reflected the appearance of overall operation. 
Indicators could display the alterations or consequences 
which were effective in practice and most gainful to the 
distance education via satellite management. Sixteen 
standards of distance education via satellite could be 
categorized as follows; 
 1st Standard: Properly arranging room for 
input and output satellite control board to be convenient 
for activities, to encourage learning, and develop 
learner’s skill.  
 2nd Standard: Properly Arranging 
classrooms for distance education via satellite to be 
convenient for activities, to encourage learning, and 
develop learner’s skill.  
 3rd Standard: Schools must be 
administered systematically and effectively in 
education terms. 
 4th Standard: Schools must organize plans 
for distance education via satellite. 
 5th Standard: Schools must be corporate to 
all sides to generate distance education via satellite. 
 6th Standard: To plan the schooling 
correspondent with teachers’ distance education via 
satellite handbooks in agreement with the schools and 
locals. 
 7th Standard: Arranging or improving 
schooling activities to practically develop thinking  
 

 
process and evaluation for schooling development to be 
correspondent with learner’s quality of life, family and 
community. 
 8th Standard: Available for various 
instructional media for learners. 
 9th Standard: Arranging or improving 
schooling via satellite to indoctrinate students with 
pursuit of knowledge by themselves. 
 10th Standard: Arranging or improving 
schoolings for learners to improve skills and potentially 
reach the fullest aptitude by increasing the strength and 
fix the weakness of learners individually and in groups. 
 11th Standard: Arranging schooling due to 
matters of learning by utilizing distance education via 
satellite as acquisition of knowledge. 
 12th Standard: Arranging schooling by 
implanting morality and ethic which matter to learner’s 
way of life. 
 13th Standard: Consecutively evaluating 
learner’s quality in every side by equipment and 
optimal procedures. 
 14th Standard: Schools must be utilizing 
distance education via satellite media as equipment to 
support and develop personnel effectively at a stretch. 
 15th Standard: Schools must be 
systematically evaluated in each progress. 
   16th Standard: Students had abilities to 
acquire knowledge and were driven to seek for 
knowledge. 
 Researcher had considerably realized that the 
studies of summarizing the following indicators 
collateral to reach the goal of development was 
essential and necessary to develop indicators of 
distance education via satellite to be useful in utilizing 
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 equipment for the follow up, controlling, sustaining, 
and operating plans in order to hit the right target. At 
the same time, the studies indicated the effective 
evaluation and proper administration led to alteration 
which benefited national education development in the 
future.  
 
Materials and Methods 
 
The first phase was proceeded as follows; 
1. Researcher gathered all documents in order to be 

basic information. 
2. Researcher analyzed contents from gathering 

information and create set of ideas about standard 
element of distance education via satellite.  

3. Studied from experts by utilizing Delphi Technique 
as follows; 

 Researched opinions of 20 experts by assigning 
cross sections to consider and give opinions about the 
element and successful indicators derived from 
standards of distance education via satellite in basic 
education. Research instruments were open ended in 
round 1. 
 Gathered open-questionnaire opinion and created 5 
scale-rating questionnaires and appointed 20 cross 
sections considering the importance of following 
indicators. Research instruments were ended in round 2. 
 Handed in the same questionnaires as in the 2nd 
round end and returned to cross sections to reconsider 
answers counted in third round  by showing value of 
median, Interquartile range, and answers of cross 
sections of 2nd  round. Each cross section might alter 
the answers or insist on former answer as well. The 
answer could merely be made outside the Interquartile 
range. 
 Added in information of indicators which were 
shown in the correspondent answers of cross sections as 
the successful indicators from the standards of distance 
education via satellite in basic education. 
4. Researcher aggregated all the studies for 

dissertation advisory committees to consider and 
specify elements and indicators of distance 
education via satellite. 

 
The second phase was proceeded as follows; 
 Researcher sought for consensus from experts 
whose opinions were concordant towards each other 
and no less than 80 percentages. The cross sections 
were 300 administrators and teachers from educational 
institutions subordinate to distance education via 
satellite.  
1. Aggregated results from the first phase and sought 

for consensus of experts. 
2. Gathered information about indicators in first 

round which were shown in the correspondent 
answers of cross sections as the successful 
indicators from the standards of distance education 
via satellite in basic education. 

3. Gathered and summarized the studies. 
 

Results 
 
 The research indicated that indicators which 
derived from standards of distance education via 
satellite in basic education had received 80 percentages 
of consensuses as follows; 
 In 1st Standard, properly arranging room for 
input and output satellite control board to be convenient 
for activities, to encourage learning, and develop 
learner’s skill. The consensuses of cross sections were 
correspondent 95 percentages. Indicators were input 
and output satellite control room, additional apparatus, 
and sizes which were convenient to create sufficient 
and proper activities. Performance criteria was input 
and output satellite control room sufficient to numbers 
of classes, air-conditioners, recorders, contacting phone 
lists of affiliated schools and proper size of rooms. 
 Consensus of cross sections consisted of 90 
correspondent percentages. Indicators were service 
system, usability, and maintenance of media and 
technology. Performance criteria were utilizing and 
maintaining media and technology for systematic 
administration as well as the convenience from the 
service. 
 Consensus of cross sections consisted of 85 
correspondent percentages. Indicators were technicians 
in control rooms. The performance criteria were to 
have1 technician in each control room.  
 Consensus of cross sections consisted of 80 
correspondent percentages. Indicators were to create 
nice surroundings in the input and output satellite 
control room. Performance criteria were nice 
surroundings in the input and output satellite control 
room, clean, safe, and containing regulations for 
controlling equipment, input and output satellite control 
board, schooling schedules of parent schools and   
destination schools  and categorized input and output 
satellite control equipment. 
 In 2nd standard, properly arranging classrooms 
for distance education via satellite to be convenient for 
activities, to encourage learning, and develop learner’s 
skill. Consensus of cross sections consisted of 95 
correspondent percentages. Indicators were 
broadcasting schedules in each class. Performance 
criteria were to have every channel broadcasting 
schedules in every class.  
 Consensus of cross sections consisted of 90 
correspondent percentages. Indicators were distance 
education via satellite classrooms and additional 
apparatus which were convenient to create sufficient 
and proper activities. Performance criteria were at least 
2 televisions or projectors in each classroom, phones to 
contact with parent schools, black boards or white 
boards, stereos, lighting systems, ventilated air, and 
proper size of rooms.    
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 Consensus of cross sections consisted of 80 
correspondent percentages. Indicators were phones or 
faxes in each class. Performance criteria were at least 1 
phone or fax in each class. 
 In 3rd Standard, schools must be administered 
systematically and effectively in education terms. 
Consensus of cross sections which consisted of 90 
percentages correspondent indicators and evaluation of 
performance criteria were at least 3 responsible 
working groups consisted of administrator, academic 
section, and technician. The follow-up, further progress, 
evaluation, and analysis must be consecutively and 
entirely advanced. 
 Consensus of cross sections consisted of 85 
correspondent percentages. Indicators were support 
allowance. Performance criteria were yearly support 
allowance. 
 Consensus of cross sections consisted of 80 
correspondent percentages. Indicators were schools 
must organize the plan about the distance education via 
satellite. Performance criteria were to specify the proper 
classes for distance education via satellite, manage to 
have all kinds of facilities, and build up understandings 
among teachers and learners. 
 In 4th Standard, schools must organize plans 
for distance education via satellite. Consensus of cross 
sections consisted of 90 correspondent percentages. 
Indicators were schools must organize plans for 
distance education via satellite. Performance criteria 
were organizing plans for distance education via 
satellite correspondent to the target education policy, 
the potentiality of the academy and the needs of locals. 
Further, schools must build clear strategies of 
development which could potentially be fulfilled. 
Schools must rearrange working procedures reasonably 
and create good comprehension among teachers and 
learners as well as to follow the regulations of 
handbooks and design development of schooling 
process. 
 Consensus of cross sections consisted of 85 
correspondent percentages. Indicators were reporting 
the advancement to all parents in communities and 
other relevant educational institutions. Performance 
criteria were spreading overall operation in various and 
interesting forms. 
 In 5th Standard, schools must be corporate to 
all sides to generate distance education via satellite. 
Consensus of cross sections consisted of 90 
correspondent percentages. Indicators were direct 
coordinators of the remote education via satellite. 
Performance criteria were at least 1 direct coordinator 
of the remote education via satellite. 
 Consensus of cross sections consisted of 85 
correspondent percentages. Indicators were to create 
local school networks of which utilized distance 
education via satellite systems. Performance criteria 
were to create local school networks of which utilized 
distance education via satellite systems and other 

relevant schools, such as, Rachaprachanusongkror 
School and Suksasongkror School. 
 Consensus of cross sections consisted of 80 
correspondent percentages. Indicators were prescribing 
visions and targets about educational management. 
Performance criteria were schools, parents, and relevant 
institutes must prescribe visions and targets onto 
apparent distance educational management together.  
 In 6th Standard, to plan the schooling 
correspondent with teachers ‘distance education via 
satellite handbooks in agreement with the schools and 
locals. Consensus of cross sections consisted of 95 
correspondent percentages. Indicators were teachers 
who comprehended in psychology theory and growth of 
learners which could be individually used in student’s 
development.  
 Consensus of cross sections consisted of 85 
correspondent percentages. Indicators were teachers 
who must organize the schooling conformed to distance 
education handbooks. Performance criteria were to 
rectify schooling methods conformed to distance 
education handbooks in every academic year. 
 Consensus of cross sections consisted of 80 
correspondent percentages. Indicators were teachers 
who were well-trained in organizing schoolings. 
Performance criteria were teachers who were trained in 
organizing schoolings at least once per year. 
 In 7th Standard, arranging or improving 
schooling activities to practically develop thinking 
process and evaluation for schooling development to be 
correspondent with learner’s quality of life, family and 
community. Consensus of cross sections consisted of 90 
correspondent percentages. Indicators were to arrange 
schoolings which allowed students to analyze and take 
action by working in groups and various sources of 
knowledge. Performance criteria were to arrange 
schoolings which allowed students to analyze and take 
action and supporting work-in-group methods and 
various sources of knowledge which covered the whole 
institutes. 
 Consensus of cross sections consisted of 85 
correspondent percentages. Indicators were teaching 
conferences or seminars. Performance criteria were at 
least once per year conference or seminar to sum up 
trouble condition of the process and rectify seminar’s 
results every academic year. 
 In 8th Standard, schools must be available for 
various instructional media for learners. Consensus of 
cross sections consisted of 90 correspondent 
percentages. Indicators were schools must have proper 
instructional media which supported to acquisition of 
knowledge. Performance criteria were suitable natural, 
indigenous, and technology media which were 
supportive to acquisition of knowledge, able to 
interchange or be connected with source of knowledge. 
 Consensus of cross sections consisted of 85 
correspondent percentages. Indicators were evaluation 
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of media usage. Performance criteria were to evaluate 
media at least once per year in various methods. 
 Consensus of cross sections consisted of 80 
correspondent percentages. Indicators were service and 
maintenance system of media and technology. 
Performance criteria were to plan usage and 
maintenance of media and technology to reach 
systematic management. Every relevant authority must 
be satisfied in the service. 
 In 9th Standard, arranging or improving 
schooling via satellite to indoctrinate students with 
pursuit of knowledge by themselves. Consensus of 
cross sections consisted of 85 correspondent 
percentages. Indicators were to arrange or improve 
schooling via satellite to indoctrinate students with 
pursuit of knowledge by themselves. Performance 
criteria were schools must record schooling activity 
lists from parent schools, construct electronic libraries 
to store media which contained uncomplicated 
knowledge retrieving center, and organize activities 
mainly for learners. Teachers must be assured that 
every student had watched televisions or projectors and 
acted on learning procedures, audition learners, and 
provide facilities to students so that they could enjoy 
their learning. 
     Consensus of cross sections consisted of 80 
correspondent percentages. Indicators were schools 
must be composed of televisions as a media of distance 
education via satellite in various places. Performance 
criteria were schools must be composed of at least 1 
television as a media of distance education via satellite 
in various places, such as, conference room or multi-
functional building. 
 In 10th Standard, arranging or improving 
schoolings for learners to improve skills and potentially 
reach the fullest aptitude by increasing the strength and 
fix the weakness of learners individually and in groups. 
Consensus of cross sections consisted of 90 
correspondent percentages. Indicators were to arrange 
systems and activities to aid students individually. 
Performance criteria were to familiarize each student 
and organize systematically and consecutively 
supportive activities. 
 Consensus of cross sections consisted of 85 
correspondent percentages. Indicators were designing 
educational system according to institute’s ability. 
Performance criteria were to design educational system 
according to institute’s ability at least 1 grade. 
 In 11th Standard, schools must arrange 
schooling due to matters of learning by utilizing 
distance education via satellite as acquisition of 
knowledge. Consensus of cross sections consisted of 85 
correspondent percentages. Indicators were schoolings 
according to acquisition of knowledge. Performance 
criteria were schools must arrange schooling due to 
matters of learning by utilizing distance education via 
satellite as acquisition of knowledge in every grade.  

 Consensus of cross sections consisted of 80 
correspondent percentages. Indicators were to convert 
schools into local learning centers. Performance criteria 
were to establish at least 1 system of local learning 
center. 
 In 12th Standard, schools must arrange 
schooling by implanting morality and ethic which 
matter to learner’s way of life. Consensus of cross 
sections consisted of 90 correspondent percentages. 
Indicators were to organize activities in supporting 
desirable attribute of learners. Performance criteria 
were setting policy to support ethic, morality, and 
desirable value of institute which were connected to 
visions. At the same time, schools must organize 
interesting activities which had clear evaluation purpose 
and allowed learners to participate willingly. In 
addition, the group activity process must be achieved. 
 Consensus of cross sections consisted of 85 
correspondent percentages. Indicators were learners 
must have disciplines due to local virtuous culture. 
Performance criteria were 80 percentages of students 
must be punctual, responsible for given assignment, 
interested in schooling activities, polite, and paying 
homage to local custom. 
 Consensus of cross sections consisted of 80 
correspondent percentages. Indicators were to organize 
practical activities in various opportunities. 
Performance criteria were every learner must be 
practiced for practical activities in various 
opportunities. 
 In13th Standard, consecutively evaluating 
learner’s quality in every side by equipment and 
optimal procedures. Consensus of cross sections 
consisted of 90 correspondent percentages. Indicators 
were premium and various kinds of evaluation 
equipment. Performance criteria were every relevant 
authority must have evaluation equipment 
correspondent to anticipating consequence by utilizing 
assorted evaluation methods, emphasizing analysis and 
synthesis questions, evaluating, and measuring learner’s 
behavior in suitable proportion at least once a year.  
 Consensus of cross sections consisted of 85 
correspondent percentages. Indicators were to arrange 
school-record decision for upgrading learner’s ability. 
Performance criteria were to identify the source of 
school-record decision yearly or in every semester. 
Every acquisition of knowledge section must be leveled 
up to challenge learner’s ability as well as the 
upgrading courses for advanced ability test of learners. 
 Consensus of cross sections consisted of 80 
correspondent percentages. Indicators were to utilize 
school-records as a method in developing student’s 
potentiality, schooling, and institute. Performance 
criteria were to report advancement of learners 
individually and in every degree. Likewise, the 
enhancement must be based on learner’s school-record 
before viewing overall school-record. 
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 In 14th Standard, schools must be utilizing 
distance education via satellite media as equipment to 
support and develop personnel effectively at a stretch. 
Consensus of cross sections consisted of 85 
correspondent percentages. Indicators were teachers 
who utilized distance education via satellite media as 
equipment to support and develop themselves. 
Performance criteria were teachers who utilized 
distance education via satellite media as equipment to 
support and develop themselves effectively at a stretch. 
 Consensus of cross sections consisted of 80 
correspondent percentages. Indicators were teachers 
who were from remote education system. Performance 
criteria were to set up principal policy of schools which 
consisted of teacher’s schooling arrangement by 
distance education via satellite. 
 In 15th Standard, schools must be 
systematically evaluated in each progress. Consensus of 
cross sections consisted of 90 correspondent 
percentages. Indicators were the follow-up and 
systematic evaluation. Performance criteria were to 
proceed systematically plans in every activity. 
 Consensus of cross sections consisted of 85 
correspondent percentages. Indicators were the follow-
up plan, inspecting, evaluating, developing, evaluation 
system according to regulations of testing and 
evaluating which consisted of responsible and ready-to-
act authority.  
 In 16th Standard, students had abilities to 
acquire knowledge and were driven to seek for 
knowledge. Consensus of cross sections consisted of 85 
correspondent percentages. Indicators were students 
who could creatively apply knowledge and technology 
to their real lives. Performance criteria were more than 
80 percentages of students who could utilize knowledge 
and experience together with new information from 
researching of distance education via satellite media 
and applying to develop them, others, and would 
remain incessantly. 
 Consensus of cross sections consisted of 80 
correspondent percentages. Indicators were students 
who sought for knowledge from different sources. 
Performance criteria were 80 percentages of students, 
who sought for knowledge, longed for self-
development, knew their strength and weakness, and 
developed themselves creatively and concretely. 
 
Discussion 
 
 Quality development of distance education via 
satellite had given precedence to instructional 
technology media. Office of the Elementary Education 
Commission had set a policy for institutional media 
usage as follows; providing technology to educational 
institutes, supporting the usage of effective technology, 
developing personnel in comprehension of technology 
utilization, arranging technology system for 
management terms, cooperating with state and private 

agency on technology matters, and following up the 
quality of effective technology usage in educational 
institution which were correspondent to effective 
technology utilization of schools in the United States of 
America.  
 Results of synthesis research from 176 issues 
in total revealed that since 1995 to 1996 proper 
technology utilization for acquisition of knowledge 
positively affected to the achievement of student’s 
learning from primary school level to higher education. 
In addition, technology usage positively culminated to 
learner’s attitude and learners were the major key terms 
in the following schooling.  
 At the same time, Office of the National 
Education Commission had proposed a principle of 
desirable attribute, quality, and standard which were a 
must in educational institute including the follow-up, 
inspection, evaluation, and quality assurance of 
education. 
 1st Standard: Desirable attribute of Thais 
in both citizen and humankind terms. (Thais are 
intelligent, good-hearted, and happy)  

Indicators: Physical and mental elements as 
follows; 

- Thais had good physical and mental health as 
well as physical, mental, and intellectual 
development in complete form ageing period 
development. 
 
Indicators: Knowledge, sufficient and 

necessary skills applying in real life, and social 
development as follows; 

- Thais reached the fullest of learning 
potentiality. 

-   Thais were employed, applied knowledge to 
their careers, and made benefits to society. 
 
Indicators: Acquisition of knowledge skill and 

adaptation as follows; 
- Thais were able to learn by themselves, sought 

for knowledge, were cognizant to the world, 
and had abilities in applying knowledge and 
media to develop themselves and society. 

- Thais were well-adjusted, friendly, and able to 
participate with others. 
 
Indicators: Social skills as follows; 

- Thais understood and paid respect to nature, 
surroundings, and society. They had abilities 
and skills which were essential to live a happy 
life. 

- Thais had responsibilities, understandings, 
acceptances, and realized in value of different 
culture. They had abilities to solve problems as 
members of Thai and world society in peaceful 
means. 
 
 



Proceedings of ASIMMOD 2009, January 22-23, Bangkok, Thailand 
 

 260

 
Indicators: Moral, public mind, and 

consciousness of Thai citizens and humankinds as 
follows; 

- Thais had good conduct in action, verbal good 
conduct, and mental good conduct. 

- Thais had moral and social responsibilities. 
They had consciousness in prestige of  
Thailand. They loved and lived up to 
democracy and volunteered to  help 
 communities and social as Thai and 
world citizens.  
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Abstract: Gully erosion is one of the fruitful studies in geomorphology.  It causes severe soil erosion  
and induces landform evolution.  Overland flow and seepage have been hypothesized as the dominant 
factors of gully erosion.  In this study, the numerical model is performed using the finite difference 
method with the center scheme.  The Dupuit-Forchheimer equation is employed to calculate 
groundwater flow, and only seepage flow is considered for the propagation of gully front.  As the first 
step, the retreat speed of the front is assumed to be an exponential function of groundwater unit 
discharge.  In order to increase the accuracy of the computation of groundwater flow at the front, the 8 
direction vectors (N, NE, E, SE, S, SW, W and NW) are introduced to detect the front location.  If we 
impose a random function to the hydraulic conductivity, gullies are easily initiated and migrate 
upstream very fast.  However, if the threshold groundwater discharge for seepage erosion is 
introduced, gullies migrate slower and their widths are narrower.  Channel bifurcation is found in 
every case.  However, the results depend on the model grid scale and the random function.  We 
introduce the concept that the retreat speed also depends on the front curvature and this will be done in 
the future. 
 
Key words: Seepage erosion, front propagation, finite difference method 

 
INTRODUCTION 

 
 A gully is an incised, steep-sided channel, with an 
eroding headcut and slumping sidewalls[1,2].  By 
widening, deepening and head cutting, gullies cause 
severe soil erosion.  Gully erosion affects agricultural 
productivity, restricts land use and can threaten roads, 
fences and buildings.  Soil eroded from the gullied area 
induces a high rate of sediment runoff and causes rapid 
siltation and bed aggradation downstream.  
Furthermore, suspended sediments from the erosion, 
which may have attached nutrients and pesticides, can 
adversely affect water quality.  They may clog 
groundwater aquifers, pollute water courses and affect 
aquatic life.  Small rills or channels that appear at the 
initial stage of channelization can develop into large 
gullies by the concentration of flow, and it can be 
difficult and costly to control the erosion[3]. 
 Erosions by overland flow and seepage have been 
hypothesized as the dominant factors in the initiation 
and evolution of gullies and channels in both sediment 
and rock.  Many studies on channelization due to 
erosion by overland flow have been carried out, 
whereas fewer studies have focused on channelization 
due to seepage erosion[4,5,6].  Many landforms exhibit 
distinct boundaries between dissimilar terrain and can 
be well characterized by planimetric outlines[7].  In this 
study, the simulation of landform evolution (the 

development of gullies or channels) by seepage erosion 
was developed.  The model is composed of the 
groundwater flow model and the seepage front 
propagation model.  Thus, the characteristics of gully 
formation can be investigated by the evolution of the 
planimetric outline of the seepage front. 
 

GROUNDWATER MODEL 
 
 Let us consider groundwater flow in an unconfined 
aquifer with a free water surface above an inclined 
impermeable layer as shown in Figure 1.  If the 
gradients of the piezometric surface are assumed to be 
sufficiently small, the pressure distribution can be 
approximated to be hydrostatic, and the movement of 
groundwater flow can be described by the following 
Dupuit-Forchheimer equation: 
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where t is time, x and y are the streamwise and lateral 
directions respectively, h is water depth, K is the 
hydraulic conductivity, φ is porosity, S is the slope of 
the impermeable layer, and R is the recharge (positive) 
or withdrawal (negative) rate (volume of water per unit 
time per unit surface area). 
 In Figure 1, groundwater with a constant water 
depth at the upstream end flows through the media and 
emerges at the downstream end, whereas the left and 
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right banks are assumed to be walls.  Thus, at the 
downstream end where the seepage front is located, 
seepage erosion can occur and induce the development 
of gullies.  If the groundwater depth is zero, the 
groundwater velocity, however, becomes infinity in the 
Dupuit approximation in which it will violate our 
model.  As a result, a constant non-zero value of water 
depth is necessary to be assumed at the seepage front in 
our model. 
 With the use of the finite difference method, we 
discretized (1), and, in order to increase the accuracy of 
the calculation near the seepage front, each node 
possesses 8 vectors pointing to the 8 directions (N, NE, 
E, SE, S, SW, W and NW) as shown in Figure 2.  If the 
seepage front is detected to be between the computing 
node (i, j) and the surrounding nodes (i±1, j±1), the 
vectors are used to express the location of the front.  
We employed the fully implicit discretization with the 
central scheme as described by Patankar[8].  As a result, 
the discretization equation of the groundwater flow 
equation (1) is 

PPPSSNNWWEEPP bhahahahahaha +++++= 00  (2) 
where the subscripts P, E, W, N, S are the computing 
point, the points in the East, West, North and South of 
the computing point respectively, the superscript 0 
denotes the present time, and aP, aE, aW, aN, aS, aP

0, bP 
are the coefficients, such that 
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where T denotes the multiplication between the 
hydraulic conductivity K and the water depth h. 
 

FRONT PROPAGATION MODEL 
 
 As the first step of our study, we assume that the 
retreat speed of the front (seepage face) can be 
expressed by an exponential function of a unit 
discharge as follows: 

( )γα thn
n qq
t

L
−=

∂
∂  (4) 

where the subscript n denotes the vector direction (N, 
NE, E, SE, S, SW, W or NW), L is the length of the 
vector n, qn and qth are a unit discharge in the n 
direction and the threshold unit discharge for seepage 
erosion respectively, and α and γ are the coefficients.  If 
a vector of any 8 directions reaches an adjacent point, 
that point will be considered as a point at the 
downstream of the seepage front in the next time step. 

Fig. 1: Seepage face and groundwater flow. Fig. 2: Grid layout for the numerical simulation.

Fig. 3: Concept to compute the front curvature.

(a) 

(b) 
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 According to Howard[7], the retreat speed of the 
front due to backwasting can be enhanced by the front 
convexity.  In this study, we show the possibility to 
extend our model to compute the convexity of the 
seepage front in Figure 3.  In order to compute the 
curvature, three points on the seepage front are needed.  
Figure 3 shows two cases to find three points on the 
front to compute the front curvature at the north 
direction of the point (i, j-1).  In the case of Figure 3a, 
the 1st and the 2nd points are provided by the vectors 
LNW and LN of the point (i, j-1), respectively.  However, 
the 3rd point has to use the vector NW of the point (i+1, 
j-1) because the point (i+1, j) is found to be at the 
downstream of the seepage front in Figure 3a.  If the 
point (i+1, j) is at the upstream of the seepage front as 
shown in Figure 3b, the 3rd point will be provided by 
the vector NE of the point (i, j-1).  With this concept, 
the model can calculate the curvature of the planimetric 
outline of the seepage front and consider the front 
curvature as a factor in the front propagation. 
 

RESULTS AND DISCUSSION 
 
 In this study, we simulated 3 cases in order to 
investigate the characteristics of gully formation as 
shown in Table 1.  The simulation no. 1 and no. 2 are 
given the same conditions except that we imposed a 
random function to the normal hydraulic conductivity 
in the simulation no. 2 as follows:  

( )CMKK na exp=  (5) 
where Ka and Kn are the actual and the normal hydraulic 
conductivity, C is a scaling factor and M is a random 
normal deviate (zero mean and unity standard 
deviation). 
 The simulation no. 2 and no. 3 are given the same 
conditions except that we add the threshold discharge 
for seepage erosion (qth) of 0.0024 m2/s in the 
simulation no. 3.  Thus, the effect of the threshold 
discharge can be studied by comparing the results of the 
simulation no. 2 and no. 3. 
 Figure 4 shows the comparison of the streamwise 
water depth between the simulation no.1 and the theory 
at the beginning period where the erosion still does not 
occur.  In theory, the relation between the streamwise 
distance x and the water depth h is 
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where h0 and hL are the water depth at the upstream end 
and the downstream end, respectively.  Thus, water 
depth decreases in the streamwise direction in the 
parabolic form.  It is found that the model can simulate 
the groundwater depth accurately. 
 Figure 5 shows the results of gully formation in the 
simulation no. 1 at 5 different times (0 s, 100000 s, 
200000 s, 300000 s and 400000 s).  Since all variables 
are laterally uniform, the propagation of seepage front 
becomes laterally uniform. However, when t = 300000 

s, the disturbance of seepage front can be seen at the 
left and right banks, and then the front become more 
irregular as time progresses to 400000 s.  It implies that 
if the disturbance is imposed, it will grow in time and 
finally become gullies. 
 In the simulation no. 2, the random function in (5) 
is imposed on the hydraulic conductivity K, and the 
time evolution of gully formation is shown in Figure 6.  
While the results from the simulation no. 1 in Figure 5 
show the laterally uniform retreat of seepage front, the 
result from the simulation no. 2 in Figure 6 show that 
gullies can be developed from the beginning.  As the 
heads of gullies can gather more water than other 
portions, their retreat speeds (headcutting) are faster.  
Many channel bifurcations are seen in 3 large gullies.  
The largest gully is located at the center, which may be 
due to that at the center more flow can be concentrated.  
Water piracy is also found, in which larger gullies 
receive more water, grow faster and cause adjacent, 
smaller gullies stop their development because of 
receiving less groundwater.  At t = 400000 s, the largest 
gully at the center in Figure 6 almost reaches the 
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Fig. 4: Comparison of water depth along the streamwise 
               direction between the simulation no. 1 and the 
               theory. 

Table 1: Conditions for the simulation. 
 

Simulation no. 1 2 3 
Porosity, φ 0.3 

Bed slope, S 0 
Recharge rate, R 0 

Hydraulic 
conductivity, K 

0.3 m/s 
(constant) 

0.3 m/s 
(random) 

Length x Width 50 m x 50 m 
Upsteam water 

depth, hmax 
1 m 

Downstream water 
depth, hmin 

0.01 m 

Threshold 
discharge, qth 

0 0.0024 
m2/s 

α 0.01 
γ 1 

Δt, Δx, Δy 0.1 s, 1 m, 1 m 
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Fig. 5: Gully formation of the simulation no. 1.
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Fig. 6: Gully formation of the simulation no. 2.
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Fig. 7: Gully formation of the simulation no. 3.
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upstream end, whereas, the seepage front in Figure 5 
can just migrate to somewhere around one third of the 
total length.  Thus, it implies that the imposed random 
function in the hydraulic conductivity induces the 
initiation and development of gullies. 
 Figure 7 shows the evolution of gully formation for 
the simulation no. 3.  In this simulation, the threshold 
discharge for seepage erosion qth is set to be 0.0024 
m2/s, which is about 80% of the normal unit discharge 
at the beginning.  The hydraulic conductivity is as same 
as that in the simulation no. 2.  The remarkably 
difference of gully formation between the simulation 
no. 2 in Figure 6 and the simulation no. 3 in Figure 7 
can be seen.  The width of gullies in Figure 6 is much 
larger than that in Figure 7.  The threshold discharge 
also causes the gully development to be retarded.  
However, since the heads of gullies can receive more 
groundwater than other portions, this is the reason that 
the heads can be eroded further upstream, whereas 
other portions stop their development.  Thus, gullies in 
this case possess narrow widths. 
 According to Howard[4],[7], although the channel 
spacing can be initiated by imposing a random function 
in the hydraulic conductivity, the characteristics of 
gully formation is found to depend on the inputs of the 
model grid scale and the characteristics of the imposed 
random function.  Thus, the results cannot provide the 
self-organized characteristics of gully formation.  Due 
to this shortcoming, we hypothesize that using water 
discharge alone to compute seepage erosion may be not 
sufficient.  It is possible that if the effect of front 
curvature is included, the self-organized gully 
formation can be developed.  Figure 8 shows our 
concept of the retreat speed affected by the groundwater 
discharge and the front curvature.  In Figure 8a, if the 
disturbance with small wavenumber k is imposed on the 
seepage front, the effect of the front curvature is not 
strong and, thus, the heads of gullies migrate faster than 
other portions.  However, in Figure 8b, if the 
disturbance with large wavenumber k is imposed on the 
seepage front, the effect of the front curvature become 
stronger and the retreat speeds of heads of gullies can 
be retarded due to the concave shape of the front and, 
thus, the heads may migrate slower than other portions.  
As a result, the seepage front becomes laterally uniform 
and is stable from the inception of gullies if a small 
disturbance possesses sufficiently small wavenumber k.  
This concept will be done in the future study. 
 
 
 
 
 
 
 
 

CONCLUSION 
 
 The numerical simulation of landform evolution by 
seepage front propagation was performed.  The front 
propagation is assumed to be an exponential function of 
groundwater unit discharge.  We found that, with the 
use of a random function imposing to the hydraulic 
conductivity, gullies can be initiated.  However, they 
are found to depend on the model grid scale and the 
imposed random function.  The development of gullies 
becomes slower and the width of gullies is narrower if 
the threshold discharge for seepage erosion is 
introduced.  The concept to compute the front curvature 
is introduced and we hypothesize that it can improve 
the results especially when the self-organized channel 
spacing is needed to be investigated. 
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Fig. 8: Concept of the retreat speed affected by the  
                   groundwater discharge and the front curvature. 
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Abstract: Rice is one of the most important cereal and economic crops in Thailand. Paddy is usually 
grown under wet land conditions. Transplanting of paddy needs a well prepared soft soil bed, which 
can be obtained through puddling. The quality of puddling is determined by the value of the puddling 
index (PI), ratio of initial to final volume of settled sediments. For determining the PI value, soil water 
suspension samples are taken from the puddled soft top soil. However, the soft soil samples 
sedimentation is a time consuming process which requires 48 h to obtain the settled sediments. 
Therefore, this project aims to develop and apply an artificial neural network for prediction of PI 
value. The back propagation model of the feed-forward multi-layer neural network is selected for 
development of a prediction program made by visual basic programming. The developed program is 
performed to predict tilled soil with rotary tiller for puddling soil preparation. The input parameters of 
four hidden layers neural network consist of cone index, depth of tillage, soil hardness, rotary speed, 
traveling slip and tractor speed. Thirty samples from rotary tillage paddy soil, composed of sand 
(44.029%), silt (34.788%), and clay (21.183%) are used for neural network training with optimum 
parameters consisting of training rate and momentum equals 5 and 0.4, respectively. These data are 
also used in the prediction of PI value. The results revealed that the proposed neural network model 
performs high precision of prediction more than 94.02 % confidence with mean square error of 0.01.  
 
Keywords: Neural Network, Prediction Modeling, Puddling Index 
 

 
INTRODUCTION 

 
 Rice in Thailand is mostly grown under 
lowland conditions with 1–3 crops a year depending on 
the availability of irrigation water and the use of 
modern, short season varieties. Transplanting of rice 
seedling in puddled soil is one of the most widely used 
cultivation practices. 
 The most common method of land preparation 
for wetland rice in Thailand and Southeast Asia is 
puddling. This method primarily helps water saving, by 
decreasing percolation and preventing leaching losses 
of plant nutrients. Puddling generally refers to breaking 
down soil aggregates at near saturation into ultimate 
soil particles. The degree of puddling also depends on 
tillage implement and intensity of puddling[1].  

Puddling or working soil above saturation 
moisture during rice cultivation, eliminates most 
macropores, which transmit water. The remaining 
macropores are partially filled by dispersed fine 
particles, resulting in drastic reduction in percolation 

losses of water. Apart from reducing percolation losses, 
puddling makes the soil soft for transplanting and 
controls weeds. The extent of reduction in water losses 
depends on puddling intensity and puddling depth 
among other factors[2]. 

Nowadays, most of farmers in Thailand use 
mechanized rice cultivation method especially rotary 
tillage to prepare puddled soil for rice growing. In the 
past decade, many researchers considered quality of 
puddle soil by puddling index value assessment[2], [3], [4]. 
However, the soft soil samples sedimentation is a time 
consuming process which requires 48 h to obtain the 
settled sediments. Therefore, the prediction of pudding 
index is required to reduce time consumption.  

The artificial neural network (ANN) has 
become an alternative approach to model in engineering 
field. ANN has a flexible mathematical structure which 
is capable of identifying complex nonlinear 
relationships between the sets of input and output data. 
Therefore, the researcher aims to apply a new approach 
ANN from engineering field for solving the agricultural 
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problems. In this paper, multi-layer perceptron of back-
propagation ANN is proposed as a tool to predict 
puddling soil index which puddled soil was tilled by 
rotary tiller for puddling soil preparation in paddy soil, 
composed of sand (44.029%), silt (34.788%), and clay 
(21.183%).  
  

PUDDLING SOIL PREPARATION  
 
Puddling Soil Preparation with Rotary Tillage 
 
  The puddling soil preparation in paddy field 
consists of conventional tillage and rotary tillage 
method.  The conventional puddling soil preparation for 
rice growing in Thailand consists of primary-tillage, 
secondary-tillage and thirdly-tillage. The primary-
tillage uses plough for cutting soil and dead leaves or 
plants with 20 cm of depth.  The secondary-tillage 
crushes the cold soil from primary-tillage into small 
size by using puddler. Usually, the secondary-tillage 
performs two times or more than which depend on soil 
hardness, soil size and quantity plants in paddy field. 
The thirdly-tillage uses tine to plane level of top soil 
surface. 
  On the other hand, the farmers use the C-type 
blade rotary tiller which attached to the tractor for 
puddling soil preparation. Because, this method can 
integrates the primary-tillage and secondary-tillage into 
one process. Therefore, the energy consumption and 
tilling time are reduced. Furthermore, the high 
efficiency rotary tiller can performs a good quality of 
puddle soil by eliminate the thirdly-tillage.      
    
Measurement of Puddled Soil 
 

For measuring the degree of puddling, the 
viscosity of puddle soil has been used as an index[5]. 
Some other indices used are aggregate size distribution, 
decrease in percolation rate and specific weight of 
puddled soil. It must be noted that no single index can 
be used to describe quality of a puddled bed because of 
various limiting soil characteristics. In this paper, the 
quality of puddling is assessed by sediments settlement 
method[6]. Just after final puddling operation, puddled 
soil sample is collected to determine the puddling 
index. The volume of soil sample is noted after 
allowing it to settle for 48 h. Puddling index was then 
calculated by using the following formula: 

 
 

        (1) 
 

where, PI is puddling index, Vs  is volume of soil after 
settlement (cm3) and Vt is total volume of soil before 
settlement (cm3).  
 

ARTIFICIAL NEURAL NETWORKS 
 
ANN is used because it could accommodate 

non-linear mapping with limited discontinuous points 
between input and output data without any hypothesis. 
Two types of networks, the feed-forward multi-layer 
perceptron (MLP) network and the counter propagation 
network (CPN) network, are usually used for prediction 
modeling problems. MLP is selected for application in 
this paper. MLP is consisted of a number of 
computational elements described as neurons. The 
neurons are organized in three layers consisting of input 
layer that receive information from the outside world, 
hidden layer of computation neurons and output layer 
of computation neurons[7]. 

The input layer and output layer was 
connected by a hidden layer. The number of nodes of 
the hidden layer determines the complexity of the 
model. Two neighboring layers are connected with 
links and each node in one layer is linked with all nodes 
of the next layer. All links between input layers and 
hidden layers composes the input weight matrix and all 
links between hidden layers and output layers 
composed the output weight matrix. Weight (w) which 
controls the propagation value (x) and the output value 
(O) from each node is modified using the value from 
the preceding layer according to Eq. (2). 

 
O =  f (−T +Σwnxn)    (2) 

 
Where, T is a specific threshold (bias) value for each 
node.  f is a non-linear sigmoid function, which 
increased monotonically.  

The activity at a neuron is computed as the 
weighted sum of the outputs of the neurons of the 
previous layer. The output of the neuron is computed 
from a nonlinear activation function. The most 
commonly used in this type of network is the sigmoid 
function. This activation function is continuously 
differentiable, symmetric and bounded between 0 and 
1. The mathematical expression of the sigmoid function 
is given by Eq. (3). 
  

    (3) 
 
All input to a neuron in a particular layer is 

from the proceeding layer and these unidirectional 
strengths are known as weights. A gradient descent 
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procedure known as generalized error-back propagation 
or back-propagation is usually employed for training 
the MLP network. Thus MLP network is known as a 
back-propagation network (BPN). 
 

BPNs are trained with a back-propagation 
technique which adjusted the weight and bias values 
along a negative gradient descent directed in an attempt 
to minimize the mean squared error (MSE) between the 
input and output vectors of the training set. The model 
is trained by adjusting model structure and coefficients 
according to different rules or algorithms. One 
presentation of the training data with the associated 
weight and bias adjustment is called an epoch. The 
MSE between the network outputs (predicted values) 
and the targeted values (measured values) is calculated 
through each epoch. Training is stopped when the MSE 
could not be reduced further[8]. 

In this study, a model of back-propagation 
ANN was developed to predict puddling soil index 
based on the schematic diagram in Fig. 1. 
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Fig. 1: A multi-layer net work with l layers of units 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

METHODOLOGY 
   
Neural Network Prediction Program Development  
 
 The prediction program is made by visual basic 
programming as shown a program window in Fig.2. 
The main input of program consist of training iteration, 
hidden layer, number of sample, input node, output 
node, training rate, momentum and mean square error. 
These inputs are design for simple adjustment by the 
user. The program operation is divided into pre-process 
and post-process. The pre-process is designed for data 
training operation which excel filed is imported in the 
process. The output from this process is training results 
and optimum weights (w) of ANN model. These 
weights are also used in the post-process. The post-
process is the prediction process which the data for 
prediction are also imported in the excel format. The 
number of prediction sample can change by the user. 
The computational process is following the above 
mentioned and a model of back-propagation ANN as 
shown in the Fig.1. The prediction results save 
automatically on the sheet No. 2 of prediction data file 
with excel format.   
 
Input Parameters for Neural Network 
 
  The input parameters of neural network consist 
of cone index, depth of tillage, soil hardness, rotary 
speed, traveling slip and tractor speed. 
  Soil cone index is an empirical measure of soil 
strength and is widely used for assessment of the 
compacting and loosening effects of agricultural.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2: A program window of neural network for prediction of puddling soil index 
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For the experiment, the soil cone index before tillage of 
flood paddy field at 5, 10, 15 and 20 cm of depth is 
measured by using the standard cone penetrometer of 
3.14 cm2 base area.  
  Soil hardness is measured by using falling 
cone penetrometer, specification characteristic is 3.6 cm 
in diameter, 4.4 cm of height, and 115 g of weight. Soil 
hardness is measured after soil is tilled by rotary tiller.  
  Depth of tillage and rotary speed are measured 
by level indicator and tachometer, respectively. The 
rotary speed in the experiment is fixed at 300, 350 and 
400 rpm. Tractor traveling slip and tractor speed are 
measured by timer and tape-measuring device. 
  The training and testing data set collected from 
the rotary tillage for pudding soil preparation field 
experiments are used. Thirty data from the experiments 
as shown in Table 1 are used for training the neural  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

network and nine data from the experiments are used 
for prediction and evaluation of prediction accuracy.  
 

SIMULATION RESULTS  
  
Data Training Results 
 
 The simulation was performed by determining 
MSE constrain at 0.01. The simulation results revealed 
that the optimum training rate, momentum and number 
of hidden layers of neural network model were 5, 0.4 
and 4, respectively. The data training results are shown 
in Table 1. The average absolute error of learning the 
target value was 0.8 %. However, the maximum and 
minimum absolute errors were 2.10% and 0.05%, 
respectively. Almost of results have absolute error less 
than 1% with average errors about 0.49%, whereas, 9 
data have absolute error more than 1% with an average 

Table 1: Data set for neural network training and training results 
Target

Depth of Tillage Soil Hardness Rotary Speed Traveling Slip Tractor Speed Pudding Index Pudding Index Error

5 cm 10 cm 15 cm 20 cm (cm) (cm) (rpm) (%) (m/s) (none unit) (none unit) (%)

125.22 325.58 548.80 788.36 12.00 8.33 300.00 1.38 0.75 69.53 69.96 0.62

125.22 325.58 548.80 788.36 13.00 9.84 300.00 1.38 0.75 67.91 67.94 0.05

125.22 325.58 548.80 788.36 11.33 8.96 300.00 1.38 0.75 69.47 69.26 0.30

142.79 350.98 734.66 808.78 11.00 10.60 407.00 1.99 0.81 77.17 77.67 0.65

130.80 281.22 523.20 727.03 11.99 9.46 315.00 1.25 0.74 70.68 70.92 0.35

130.80 281.22 523.20 727.03 12.32 10.60 315.00 1.25 0.74 70.49 70.68 0.26

130.80 281.22 523.20 727.03 11.99 8.39 315.00 1.25 0.74 71.32 71.74 0.59

135.16 327.00 656.18 800.06 12.68 9.02 309.00 1.96 0.76 69.53 68.07 2.10

142.79 350.98 734.66 808.78 11.33 10.28 407.00 1.99 0.81 82.73 81.48 1.51

135.16 327.00 656.18 800.06 11.33 8.39 309.00 1.96 0.76 68.50 68.29 0.31

135.16 327.00 656.18 800.06 13.01 8.46 309.00 1.96 0.76 68.07 68.16 0.13

126.44 304.11 577.70 765.18 12.68 10.41 355.00 2.09 0.82 75.76 76.36 0.79

126.44 304.11 577.70 765.18 13.34 7.70 355.00 2.09 0.82 77.69 78.24 0.71

142.79 350.98 734.66 808.78 11.66 10.03 407.00 1.99 0.81 75.00 75.94 1.25

126.44 304.11 577.70 765.18 12.32 8.08 355.00 2.09 0.82 73.85 74.76 1.23

146.06 327.00 608.22 780.44 12.68 9.72 358.00 1.95 0.78 72.50 73.04 0.75

146.06 327.00 608.22 780.44 12.32 9.46 358.00 1.95 0.78 74.80 75.32 0.70

146.06 327.00 608.22 780.44 12.32 10.41 358.00 1.95 0.78 71.43 72.28 1.19

144.97 322.64 675.80 793.52 12.32 9.78 348.00 1.80 0.77 78.13 79.69 1.99

144.97 322.64 675.80 793.52 12.68 8.96 348.00 1.80 0.77 79.34 80.42 1.36

144.97 322.64 675.80 793.52 12.68 8.46 348.00 1.80 0.77 81.08 81.18 0.13

144.97 322.64 675.80 793.52 11.66 8.58 348.00 1.80 0.77 74.80 76.21 1.89

111.18 253.97 477.42 719.40 13.01 12.99 390.00 2.13 0.84 77.27 77.97 0.91

111.18 253.97 477.42 719.40 14.00 14.00 390.00 2.13 0.84 77.87 78.35 0.62

111.18 253.97 477.42 719.40 11.99 11.98 390.00 2.13 0.84 76.98 77.32 0.45

144.97 313.92 647.46 758.64 11.33 10.98 410.00 1.98 0.77 75.86 76.75 1.18

144.97 313.92 647.46 758.64 12.68 10.16 410.00 1.98 0.77 77.87 78.17 0.38

144.97 313.92 647.46 758.64 12.32 10.54 410.00 1.98 0.77 75.63 76.12 0.65

144.97 313.92 647.46 758.64 11.66 10.47 410.00 1.98 0.77 78.57 79.02 0.57

142.79 350.98 734.66 808.78 11.99 10.98 407.00 1.99 0.81 75.81 76.16 0.47

Soil Cone Index (kPa)
Training ResultsInput Parameters
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error about 1.48%.  From data training results, it can be 
concluded that the neural network model performs the 
accuracy 99.5% – 97.9% of data learning.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Prediction Results 
 
 In an attempt to access predictive capability, 
the trained ANN model was used to estimate puddling 
soil index value as shown in Table 2. The results 
showed that an average absolute error was 2.82%. The 
maximum and minimum absolute errors were 5.98% 
and 0.01%, respectively. As the results, the simulation 
performed that ANN performs accuracy of 99.9% – 
94.02% for prediction. The results indicated that 
accuracy of range of prediction value from trained 
model of ANN was consistently wider than the learning 
results. Based on these results the simulation could 
speculate that the ANN model, trained with data from 
the paddy field tillage experiment had good predictive 
capability when range of input data was similar or not 
significantly change. However, predictive accuracy 
could be reduced when the range of input data was 
drastically different from the input data used to train the 
model. 
     

CONCLUSION 
 
  A back-propagation ANN model was 
developed and trained to estimate the puddling soil 
index by using the rotary tiller for puddling soil 
preparation in the paddy field. The training and 
prediction results indicated that the developed ANN 
model performs high-accuracy more than 94.02 % for 
learning and prediction with constrain mean square 
error for ANN model at 0.01.  However, this ANN 
model can use only for paddy soil, consisting of 
44.029% of sand, 34.788% of silt, and 21.183% of clay. 
The results also confirmed that an engineering approach 
ANN model can apply to solve agricultural problems. 

For further work, different percentages of sand silt and 
clay will be determined as input parameters for ANN 
model.  The practical using the prediction model can 
manipulate for decision to increase or decrease number  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

of tillage and operation for saving energy consumption 
in the paddy soil preparation by rotary tiller.  
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Abstract:This study focuses on the investigations related to crop classification using relatively high 
spatial resolution (56m) IRS-AWiFS data and crop growth profile assessment using high temporal 
resolution (10day) SPOT-Vegetation data. Crop growth was monitored over central India as well as 
Myanmar region using SPOT-Vegetation NDVI product. It was observed that multi spectral 
information is most important in classification of crops. The overall accuracy increased from 50% to 
89% when compared with one (Green) band classification and four bands (Green, Red, NIR and 
SWIR) classification. The validation of NDVI product over a transact showed high correlations (0.8) 
between AWiFS and SPOT-Vegetation data. A distinct temporal crop growth profile was observed 
over the two representative sites. Two-peak pattern associated with soyabean and wheat crops was 
observed over central India and one peak of rice was observed in Myanmar region.  

 
Key Words: NDVI, Crop Classification, fAPAR. 

 
1. Introduction 
 

The monitoring of the crop involves crop 
identification and estimation of biophysical parameters. 
Remote Sensing techniques are used for discrimination 
of crops as well as for the determination of their 
biophysical parameter such as Leaf Area Index (LAI) 
fraction of absorbed photosynthetic active radiation 
(fAPAR) and Net Primary Productivity (NPP) etc.. 
 
2. Objectives 
 

 Study on effect of different spectral bands on crop 
classification using IRS_AWiFS Data over central 
India. 

 Estimation of surface radiance, reflectance and 
NDVI using IRS-P6-AWiFS data and comparison 
with SPOT-Vegetation NDVI product. 

 Assessment of crop growth profile over 
representative sites in central India and Myanmar.  

 Study on inter annual variability in fAPAR over 
representative sites in Central India and Myanmar. 

 
3. Crop Classification 

Analysis of crop classification was focused on 
studying the spectral signature in terms of DN, radiance  

and apparent reflectance and quantification of role of 
difference spectral band on classification accuracy and 
crop separability. It can be seen that vegetation in red 
band looks darker with respect to NIR band. The water 
shows low values in all the bands while sand shows 
high values in all the bands.  

The class wise DN values, radiance values, 
apparent reflectance values and NDVI are respectively. 
Higher mean reflectance was observed as 23% in NIR 
band as compared to lowest mean reflectance of 7% in 
Red band in vegetation dominated image of central 
India Forest showed 9%, 5%, 20% & 16.5% reflectance 
in Green, Red, NIR and SWIR bands respectively. Crop 
shows 11%, 29%, 25% and 19% reflectance in Green, 
Red, NIR & SWIR bands respectively. The NDVI 
values of forest, crop, fallow land, water and sand 
varied as 0.68, 0.53, 0.283, -0.03 and 0.105 
respectively. The shows NIR & Red band scatter gram 
in terms of distribution of DN values of difference land 
cover classes.  

Based on the training signatures of difference 
bands, the IRS-AWiFS data was classified into forest, 
crop, wasteland & fallow land, water and sand classes 
using different spectral band combinations. The 
classified image output when classified with green 
band, green & red band and green, red & NIR band 
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combinations. The figure 1 shows the false color 
composite of IRS-AWiFS and four bands (Green, Red, 
NIR and SWIR) classified image. It can be inferred 
from the field survey data as well as overall accuracy 
that classification accuracy increased gradually when 
more number of bands was used in classification (figure 
2). Single band (Green) classification gave 50% overall 
accuracy which gradually increased to 73%, 88% and 
89% when two bands (Green, Red), three bands (Green, 
Red, NIR) and four bands (Green, Red, NIR & SWIR) 
respectively were used in classification. 

Similar results were observed when crop 
separability in terms of transformed divergence distance 
was analyzed. The transformed divergence increased 
from 1.29 to 1.68 subsequently to 1.92 and finally 1.96 
when analyzed with one band (Green) to two bands 
(Green & Red) thereafter three bands (Green, Red, 
NIR) and finally four bands (Green, Red, NIR & 
SWIR) & False Color Composite (IRS P6-AWiFS) 
Figure 3.  
 
3.1 Spectral Band Combination 
Green Band                                            Red Band 

 
NIR Band                                             SWIR Band 
 
 

Figure 1. Four band data & IRS-P6-AWiFS 

 
Figure-2. Classified images of different band  
                combinations 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Comparison of IRS-AWiFS image and  
               classification image 
 

4. Methodology 
 

Study was carried out with data at different 
spatial resolution ranging from 56 m to 16km using 
procedures according to figure 4. The study was based 
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on single day analysis of AWiFS data to one-year 
analysis of SPOT-NDVI data to decadal (1982-1999) 
analysis of NOAA-AVHRR derived fAPAR product. 
Analysis was focused broadly an three themes (a) 
classification and accuracy assessment using AWiFS 
data (b) estimation of NDVI from AWiFS data and its 
comparison with of SPOT –Vegetation NDVI data and 
(c) NOAA-AVHRR – fAPAR data analysis over 
representative sites in central India and Myanmar. The 
major image analysis steps for crop classification 
consisted of data acquisition as the proper bio window 
(peak vegetation stage), extraction of study area, 
training site signature generation based on available 
field survey data. The maximum likelihood approach 
was followed for classification.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Analysis also involved development of an 
affine transformation equation between IRS-P6-AWiFS 
data and SPOT-NDVI data using common ground 
control points (GCP) for NDVI comparison. SPOT-
NDVI product was resampled to AWiFS data using 
nearest neighbors approach for comparison of NDVI 
product generated from two sensors. Based on the field 
survey information, sites of various crops and other 
land cover classes were identified and marked as 
training sites on the image. Training signatures were 
used for classification as well as separability analysis. 
Transformed divergence measure was used to quantity 
the effect of difference band combination on crop 
separability. Classification accuracy assessment was  
carried out using overall accuracy estimated using 
training site based confusion matrix.

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 

Figure.4 The steps followed in the crop assessmenusing remote sensing Data 
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5.   Vegetation Growth observed using  
       SPOT-VEGETATION data during  
        (May 2005 To March 2006 see fig. 5) 
 

 

 
 

 
 

 
Figure.5 Distinct crop growth characteristic was  
               observed during May 2005 – March 2006 

6. Seasonal Growth Profile 
 

Quantification of spatial and temporal NDVI 
variability is another important component of crop 
monitoring. Overall high NDVI in forest and crop 
regions and low NDVI in sand, fallow and wastelands 
can be seen in both sensor data with different spatial 
details. The quantification of the estimated NDVI from 
AWiFS and SPOT-Vegetation data over a horizontal 
transect is shown in figure 8.  

The correlation coefficient of 0.8 was 
observed between the two NDVI estimates. The IRS-P6 
AWiFS NDVI showed more variability due to high 
spatial resolution as compared to SPOT-NDVI data. 
Over all SPOT- NDVI product showed an over 
estimation as compared to IRS-P6 AWiFS data. The 
characteristic response to crop growth over Myanmar 
and Central India (figures 6 and 7). The NDVI from 
Myanmar region starts with bare soil NDVI of 0.2 in 
May and reaches up to 0.6 during October and drops 
back to 0.2 in March. The NDVI profile over 
Hoshangabad site, central India starts with bare soil 
NDVI of 0.2 and reaches first peak up to 0.8 in 
September and falls back to lower value in November 
with another peak (0.8) and fall (0.2) in January and 
March respectively.  

It can be inferred from  Myanmar is associated 
with one crop (rice) system while central India has two 
crop rotation of soyabeam and wheat during monsoon 
and winter season. The growth profiles are associated 
with weather conditions as well as agricultural 
practices. The representative station wise NDVI 
profiles along with the climatic rain 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. The Crop Growth Profile of Myanmar 
                region 
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Figure 7. The Crop Growth Profile of Hoshangabad  
                region 
 
Inter Annual Variability 
 

Inter annual variations in crop  phenology 
(Singh et al. 2006)  is needed to understand the cause 
and effect relationship of weather and other human 
induced changes. Monthly fAPAR values were 
analyzed at two representative locations in 
Hoshangabad, central India and Myanmar regions 
between 1982 to 1999.  

Inter annual analysis of fAPAR data showed 
both seasonal variations and as well as temporal trend 
in Hoshangabad site, India. In contrast to Hoshangabad 
site in India, Myanmar site showed only seasonal 
variations but did not show any increasing trend in 
vegetation activity. Increasing trend of 7.4 percent in 
fAPAR over a decade in central India indicates the 
positive feed back of improvement in agricultural 
technology and favorable weather conditions.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.  Comparison of AWiFS and  
                 SPOT-Vegetation   NDVI 
 

 
7. Results and Discussion 
 

Analysis was carried out to address mainly 
three issues involved in crop monitoring (a) crop 
classification (b) seasonal growth profile and (c) inter 
annual variability. It was observed that multi spectral 
information is needed to accurately classify different 
land cover classes. Overall classification accuracy 
increased from 50% to 89% when single band (Green) 
and four band (Green, Red, NIR, SWIR) data was used 
in classification. A distinct crop growth profile was 
observed over agricultural sites in central India 
(soyabean and wheat rotation) and Myanmar region 
(Rice).Inter annual analysis of fAPAR data showed 
temporal trend in Hoshangabad site, India but no such 
trend was found in Myanmar site. Increasing trend of 
7.4 percent in fAPAR over a decade in central India 
indicates the positive feed back of improvement in 
agricultural technology. 
 
 
8. Summary & Conclusions 
 
              Study was carried out to address some of the 
important components of crop monitoring such as crop 
classification, crop growth characteristic and inter 
annual variations in crop biophysical property. Multi 
source data including IRS-AWiFS, SPOT-Vegetation 
and NOAA-AVHRR at varying spatial and temporal 
resolution were used in analysis at two representative 
agricultural sites in central India and Myanmar region. 
It was observed that multi spectral bands play a major 
role in classification. A systematic analysis showed that 
overall accuracy increased 50% to 89% when one band 
(Green) and four bands (Green, Red, NIR, SWIR) 
respectively were used in classification. Comparative 
analysis between AWiFS and SPOT-Vegetation derived 
NDVI showed good correlation (0.8) over a horizontal 
transect in central Indian site. 
               Distinct crop growth characteristic was 
observed during May 2005- March 2006 season over 
two representative agricultural sites in India and 
Myanmar. The Hoshangabad site of central India 
showed two peak crop growth profile associated with 
soyabeam and wheat crop while Myanmar region 
showed only one peak pattern associated with rice 
cultivation. Analysis of monthly fAPAR data set 
derived for NOAA-AVHRR data using an RT model of 
Myneni et. al. (1997) covering period Jan. 1982 to Dec. 
1999 showed decadal increase in fAPAR about 7.4% 
over Hoshangabad site in central India.  
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                Results obtained from the present study 
indicate the potential use of remote sensing based 
inputs in assessment and monitoring of crop at regional 
and global level. The present study is limited by using 
mainly the optical data and product derived from the 
same but an integrated technique of crop monitoring 
such as FASAL (Parihar & Oza, 2006) would also 
require the data from other electromagnetic spectrum 
such as thermal and microwave region.  Data available 
in thermal and microwave spectral regions would be 
used in future for assessment of the surface 
temperature, soil moisture and evapo-transpiration.      
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Abstract: Land degradation in term of soil erosion is the single most important environmental concern 
in the developing countries. Eroded sediment also acts as both a physical and chemical pollutant. It has 
been become an ecological, social and economic problem. This study explored the influence of major 
socioeconomic factors on erosion processes and conservation measures in a Dry Zone farming context 
for producing Erosion Risk Map of the study area. We also put forward a way of studying soil Erosion 
and relations of soil erosion factors by integrated GIS and RS. Knowing extent and severity of the land 
is important as a decision support system to policy makers, resource managers as well as local 
communities and farmers. Firstly, satellite images (ETM) and the ground real conditions have been 
rectified. Secondly, according to the ecological environmental factors, the spatial database and Digital 
Elevation Model of the study area have been built. Finally, referring to Universal Soil Loss Equation, 
the quantization and distribution of the soil erosion, risks and changes have been obtained. The result 
of this assessment showed spatial distribution of different land degradation severity across the area in 
watershed basis. Soil erosion susceptibility was estimated through Universal Soil Loss Equation 
USLE. To examine land potential, land capability classification was carried out using Storie Index 
Rating SIR. Population density was included in the model since human pressures on the land was 
considered as a major contribution factor for land degradation. Soil erosion, land capability and 
population density parameters were modeled in GIS platform. Though modeling of land degradation 
assessment is specific and involving much basic information such as suitability of crops, soil fertility, 
social and environment benefits etc., this study was only intend to develop a model based on spatial 
information and demographic data. 

 

 

INTRODUCTION 
 

Mandalay watershed is located in the heart of 
Dry Zone, in Mandalay District, Central Myanmar a 
distinct semi-arid region within the country, lying 
between N 21 17 57 to N 22 34  16 and E 95 10 24  to  
96 18  59  with  approximate  9936  km 2  watershed  
area.   

This watershed is situated on Mandalay-
Kyaukse plain which is between the Irrawaddy River in 
the west and Shan Highland in the east. In general, the 
topography of this watershed is high in the eastern parts 
from which the ground surface gradually slopes 
towards the western and southern parts of the city. 

In Dry Zone Area of Central Region of 
Myanmar, soil erosion is high in river bank, particularly 
in the form of water erosion during the rainy season. 
Rills, gullies and rivers full of sediments show that a 
considerable amount of soil is carried away, mainly 
during the destructive intense storms which characterize 
Myanmar dry zone rainfall  
 

 
patterns. In the Myanmar Dry Zone, although annual 
rainfall ranges between 500 mm and 1000 mm, heavy 
individual storms and destructive showers occurring 
within a very short period causing flood and severe 
erosion. In addition, due to deforestation, soil 
degradation is now taking place particularly in the 
central dry zone of the country (NCEA, 1997).  

Loss of vegetation cover, and unfavorable 
agricultural practices such as slash and burn cultivation 
and shifting cultivation are found in the dry zone area 
of central Myanmar. Shifting cultivation still continues 
because the punishment is small and the farmer can 
legally obtain their agricultural products in exchange 
with little fine. Measures to prevent slash and burn 
cultivation, shifting cultivation and illegal logging. The 
problem is that the local authority does not respect the 
plan as plan is not consistent with the local 
development  
plan. Land degradation occurs representing 7.8 % of the 
cultivable land area. Annual deforestation rate during 
1980s is estimated to be 2.3 %. 
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Assessment of erosion occurring at this 
watershed is a very difficult task when it is done 
following ground based conventional methods. It is 
time consuming and almost impractical when it is 
required to be done repetitively. Synoptic view offered 
by the remote sensing satellites has made the task 
comparatively easy. 

The assessment of soil erosion and land 
degradation is a wide range of field that needs long-
term and multidisciplinary studies. The results of this 
study are expected to help analyze land-use problems, 
and plan and develop activities for soil-erosion control 
in the Dry Zone area of Central Myanmar. 
 

METHODOLOGY 
 

Land   capability   and   soil   erosion 
susceptibility could be determined using biophysical 
aspect  of  land  use  which  could be understanding 
potential  of  the  land. Theoretically,  integration of 
population as possible human activities, disturbances on  
the  land  can  be  identifiable.  The  concept  of 
geospatialized land degradation assessment was used in 
this research. 

The most widely used method for predicting 
soil loss from overland areas is the Universal Soil Loss 
Equation (USLE) (Mitchel, J. K et al. 1980).  This was 
used to determine soil erosion susceptibility. The 
general form of the USLE, as expressed in metric units, 
is as follows (Goldman et al. 1986): 
 
E= R*K*L*S*C*P      
where, 
E = erosion (ton/ha/yr) 
R = rain fall erositivity factor 
K = soil erodibility factor 
L = slope length factor 
S = slope steepness factor 
C = crop management factor 
P = erosion control practice factor 
 

Land capability classification was carried out 
using Storie Index Rating (SIR) to examine land 
potential. As an element of land degradation, 
population density was classified and included in the 
model. Soil erosion, land capability and population 
density parameters were overlaid and modeled in GIS 
platform.  
 

Rainfall Erosivity (R) 

Wischmeier and Smith (1958) stated soil loss 
is directly proportional to rainfall factor. The rainfall 
factor, R, accounts for the potential of falling rain drops 
and flowing water in a particular area to produce 
erosion. Two components of the factor are the total 
energy (E) and the maximum 30-min intensity of 
storms I30 (Wischmeier and Smith, 1978). The R-factor 

is the sum of the product of these two components for 
all major storms in the area during an average year. 
Even though EI30 is the most reliable source for 
computing R, other equations might be used where E 
and I30 were not available. R = 38.5 + 0.35*P (P = 
mean annual precipitation) gives acceptable erosivity 
index for tropical and subtropical ecological zones 
(Eiumnoh, A., 2000). In the study area, there was only 
one rainfall station in the study area and R-value was 
interpolated through average annual rainfall data (1973 
to 2006) from surrounding stations instead.  Resultant 
R- value ranged from 99 to 356 (Figure 3).  

 
Soil Erodibility Index (K) 

 
                K factor calculated from soil organic matter 
content, texture, structure, and the permeability of the 
soil to water. Soil erodibility index (K) is influenced by 
soil structure, organic matter content, soil texture and 
soil permeability, it should be based on measured value 
wherever possible (Morgan, 1995). The K value can be 
calculated with the use of nomograph, derived by 
Wischemier and Smith (1978), when all the values of K 
influencing factors are available.From the analysis 
report, all the soil types in the study area showed strong 
sand component, up to 70%. Sands being non-coherent 
and structureless are easily erodible, high specific 
gravity, low total porosity, low available water range, 
and high infiltration and course textured soil (FAO, 
1975). K- values ranged from 0.22 to 0.62 in the study 
area(Figure 3).  
 

Topographic Factor (LS) 

 
               The factors of slope length (L) and slope 
steepness (S) are combined in a single topographic 
index termed LS factor. Wischmeier and Smith defined 
the slope length as the distance from the point of origin 
of overland flow to the point where either the slope 
gradient decreases enough that deposition begins or the 
runoff water enters a well-defined channel that may be 
part of a drainage network or a constructed channel. 
Slope and aspect maps were generated from digital 
elevation model (DEM) formed from contour map of 50 
feet (15.24 m) interval. The following equations were 
applied to produce LS(Figure 3).  
 
L = ( l / 22 )m 
m = sin2θ+ 0.269 (sinθ) 0.8 + 0.05 
s < 9% , S = 10.8 sin θ + 0.03 
s > 9% , S = 16.8 sin θ - 0.50 
 
where, 
L = slope length factor 
l = slope in m 
m = dimensionless exponent 
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θ= field slope steepness in degrees = tan-1 (s / 100) 
s = field slope in percent 
S = slope steepness 
 

Crop Management factor (C) 
 
             Crop management factor (C) was represented 
by the ratio of soil loss under given crop to that from 
bare soil. In order to determine C factor, Mandalay 
watershed was classified into 6 land uses generated 
from Landsat TM images (2005), applying maximum 
likelihood of supervise classification. C- values were 
assigned 0.06 for natural woodland (heavy vegetative 
cover), 0.014 for scrub and grass lands, 0.01 for built-
up area, 1 for bare land (low vegetative cover) and 
0.377 for agriculture land as recommended by Morgan, 
1995(Figure 3).  

 
Erosion Control Practice Factor (P) 

 
             This factor accounts for control practices that 
reduce the erosion potential of the runoff by their 
influence on drainage patterns, runoff concentration and 
runoff velocity.  Therefore, erosion control practice 
factor is based on the soil conservation practices 
operated in a particular area. In this study, P value was 
defined according to tillage system, 1.0 for fall plow, 
0.9 for spring plow, 0.60 for mulch tillage, 0.25 for 
zone tillage and no tillage(Figure 3). 
 

Soil Erosion Potential 
 
              Estimation of soil erosion by water in the study 
area was modeled using the USLE. USLE estimates the 
average annual soil loss (A) by using a functional 
relation of several factors expressed as E=RKLSC. 
Modeling in the present study used a raster based 
approach where a square cell of 50 meters was chosen. 
It was taken that this resolution would be suitable for a 
reasonable accuracy considering that the original data 
were mostly from 1:50,000 maps. Grids of rainfall, soil 
land use and elevation data created using ArcGIS 
software were used for the computation for the USLE.  
 

Land Capability Classification 
 

              Land capability classification shows the 
suitability of soils for most kinds of field crops. Land 
capability classification was executed to determine land 
potential as well as relationship between soil erosion 
and land capability classes. Storie Index Rating (SIR) 
developed by Storie, R.E. (1933 and 1978) was chosen 
for its simplicity. The SIR system is an index for 
numerical rating of soils and expresses numerically the 
relative degree of suitability, or value of a soil for 
general land use and agriculture. The rating is based on 
soil and topographic characteristics only and obtained 
by evaluating specific soil factors. Four general factors 

are considered in the Storie index rating (SIR) as 
follows; 
SIR =  a * b * c * x * 100 
 
where 
 a = rating on characteristics of physical profile 
(color, depth) 
 b = rating on basis of surface texture 
 c = rating on basis of slope 
 x = rating on conditions other than those factor 
a,   
                     b, c and x such as nutrient, salinity, 
acidity. 
 

Population Density 
 
               Accelerated erosion and excessive runoff are 
connected with development activities and human 
disturbances: clearance of fragile zones, denudation and 
compaction of soil through overgrazing, exhaustion of 
soil through intensive cropping. Erosion increases as a 
function of population density in a given agrarian 
system, if the population passes a certain threshold, 
land starts to run short, and soil restoration mechanisms 
seize up (Pieri, 1989). In Sudano-Sahelian zones, when 
the population exceeds 20-40 inhabitants/km², the 
fallow period is shortened to the point of 
ineffectiveness, and one speaks of a densely populated 
degraded area when the population reaches 100 
inhab/km² (FAO, 1996).  

Dry zone, central Myanmar, being semi-arid 
region, assuming similar trend as in Sahel, population 
density was classified in to 3 classes, < 50 inhab/km2 as 
sparse, 50- 100 inhab/km2 as moderate and >100 inhab/ 
km2 as dense population. Finally, Land degradation 
extent was determined using spatial overlay function 
with weighing system in GIS.  
 

RESULTS AND DISCUSSION 
 
               From USLE analysis, while moderate erosion 
rates were found at virgin lands which account for 10% 
of the total land area, more than 79% of total area 
covered by agriculture land with gentle slopes has low 
soil loss, 1-10 tons/ha/year. High soil loss can be seen 
in the middle part of upper watershed region, in the 
acrisol soil type. If annual soil loss of more than 10  
ton/ha/yr is considered as critical value in South East 
Asia, almost one third is under critical condition in 
Mandalay watershed. It is rather large area compare 
with the watershed as a whole.  
               According to index rating for a soil, a rating of 
100 per cent expresses the most favorable or ideal 
condition (class 1), and lower percentage ratings are 
given for conditions that are less favorable to crop 
production (class 10). Almost 80 % of the watershed 
occupied in class 1 and class 2 accounts for 27 % and 
the rest for 3%. 
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               Population Density map was prepared and 
classified into 3 groups. Dense populations were found 
in central portion and south-east part of watershed 
where vast arable land with good accessibility. 
Population density, more than 100/km2, is found in 
regions located near to the highway and Irrawaddy 
River. The lowest population can be seen in steep slope 
occupying forest and limited cultivation land while 
moderate density is in large cultivation land and gentle 
slope.  
              Soil loss from all heavy vegetative area was 
the lowest i.e., 0-10 ton/ha/yr, among all land use 
classes. Soil loss and land capability were largely 
influenced by soil properties. The very severe erosion 
was occurred at high land capability class in this case 
because vegetation cover is a very little in this region. 
              There was a slight significant contribution in 
soil erosion by class (>100 inhab/km2) than the other 
two.  
               It was found that the estimated soil loss in 
2005 by USLE was directly related to land degradation 
severity assessment. Soil erosion rate of 10-50 ton/ha/yr 
was account for the most severe land degradation since 
almost all of combined very severe and severe classes 
(15.02 % out of 17.69%) was fall into 10-50 ton/ha/yr 
annual soil loss class.  
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Figure1. Location of Study Area and False Color Composite of Study Area 
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Figure2. Land degradation assessment methodology 
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Figure3. Maps of Soil Erosion Parameters  
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Figure4. Resultant maps of land degradation assessment 
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Abstract: Geostatistical analysis was applied for snow depth and density estimation. This research was 
conducted in Orazan sub-basin located in Taleghan watershed which comprises 2706 km2 in area. 
Field sampling was performed based on random-systematic method with random start in different 
heights and the distance between samples was equally 100 m. Depth and density of snow was 
measured in every point. The experimental variogram was plotted by using 98 field sampling 
points.The experimental variogram of snow depth revealed more than 80% sill, implying strong spatial 
auto-correlation between samples but the experimental variogram of snow density revealed more than 
80% nugget effect, implying weak spatial auto-correlation between samples. Estimation of snow depth 
and density was performed by using ordinary kriging and spherical model. Cross validation results 
indicated that kriging could make a precise estimation of snow depth and density due to low variability 
of snow depth and density and the strong spatial structure of snow depth. 
 
Keywords: Geostatistical analysis, snow depth, snow density, variogram, Talaghan.  

 
Introduction 

 
  The snow depth and density measurements 
provide a basis for snow conditions avalanche 
forecasting, hydrological snowmelt runoff, long-term 
changes in snow depth and density (Erxleben et al., 
2002). Collection of snow basic data is a hard and 
expensive task in the Iran because of both vast 
mountainous areas and snowy and financial difficulty 
and time limitation (Sharifi et al., 2008). One way to 
approach this problem is to asses the performance of 
spatial interpolation techniques in estimating snow 
depth and density. One of the spatial interpolation 
techniques is Kriging procedure on base of geostatistic 
analysis that has been established based on spatial 
change approach. The first application of geostatistics 
happened in mine exploitation and extended to other 
branches of earth science. These models can be used to 
simulate hydrological processes at a daily or monthly 
time steps and the interpolation of cilmatological 
variables such as rainfall, temperature, 
evapotranspiration and snow. There has been a range of 
studies which compared different algorithms for 
deriving estimates of precipitation from point data (for 
example, Bastin et al.(1984), Tabios and Salas (1985), 
Hevesi et al.(1992a,b), Hutchinson (1995 and 1998a,b), 
Hay et al.(1998), Prudhomme and Reed (1999), 
Goovaerts (2000),Gomez-Hernandes et al. (2001), 
Deraisme et al. (2001), and Hofierka et al. (2002)). 
Application of geostatistic techniques in hydrological 
sciences is a useful approach to avoid such errors and 
increase of calculation accuracy as well. In classic 

statistics samples taken from a population lack the 
spatial properties. Therefore the calculated values of a 
parameter in a homogenate sample do not include any 
information of the same parameter in another sample 
with a defined distance. Geostatistics consider the value 
as well as location of the sample. Then it is possible to 
analyze value and location of the samples together. To 
achieve this purpose it is necessary to relate spatial 
properties (distance, direction) of different samples 
using mathematical formula called spatial structure. 
                Marchand and Killingtveit (2001) analyses 
the relation between spatial snow distribution and 
terrain characteristics including height, aspect, slope 
and land form for near 36 km2 study site. The linear 
regression and nonlinear regression models could 
explain 15.6% and 20.1% of the observed variability in 
spatial snow depth distribution. Erxleben et al. (2002) 
evaluate to estimate snow water equivalent for three 1 
km2 study sites in the Colorado Rocky Mountains. Each 
study site is representative of different topographic and 
vegetative characteristics. The tree-based models 
provided the most accurate estimates for all study sites, 
explaining 18-30% of the observed variability in snow 
depth. Kriging of the regression tree residuals did not 
substantially improve the models. Molotch et al. (2005) 
estimate the spatial distribution of snow water 
equivalent in an alpine basin of 19.1 km2 in area using 
binary regression tree models. The binary regression 
tree models provided 37% of the observed variability 
for April with mean snow depth of 255 cm. Erickson et 
al. (2005) use the persistence of topographic controls 
on the spatial distribution of snow depth using binary 
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regression tree model in Rugged Mountain, Colorado. 
The binary regression tree and nonlinear regression 
integration had better than the binary regression tree.  
Sharifi et al. (2007) assess the spatial distribution of 
snow depth using Kriging and linear regression in 
Samsami watershed, Iran. The linear regression and 
Kriging provide 67% and 62% of the observed 
variability of snow depth using height, aspect and wind 
index factors, respectively. The aim of this study 
evaluates the performance of Kriging for snow depth 
and density predict in Orazan watershed.  
 

 Materials and Methods 
Study Area 

 

                  Orazan is one of the sub-basins of Taleghan 
watershed in north-central part of Iran between 36˚06 َ
25 ً to 36˚10 َ45 ًN latitude and 50˚52 َ05 ً to 50˚54 َ25 ًE 
longitude and is chosen as study area. This part of 
Taleghan watershed is mainly a mountainous area and it 
maximum, minimum and mean height is 3280, 1870 
and 2506 meters, respectively. It covers an area of 2706 
ha with annual average precipitation of 690 mm and 
temperature of 3.06˚C. The majority of precipitation has 
a Mediterranean regime. Usually, most of the 
precipitation in Orazan sub-basin occurs in February, 
March, and April with high intensity and in short 
periods. The region climate is semi-humid cold and 
upper heights by using De Martonne Modified and 
Emberger methods, respectively (Irrigation and 
Reclamation Department, 1993) (Fig. 1). 
 

 

 
 

Figure 1 Study area (Orazan sub-basin) on the Iran map ( ) 
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Methods 
Field Methods 

 
                Ground observations of snow depth and 
density were collected during 5–7 February 2008 in 98 
locations. Depth and density measurements were made 
on a relatively evenly spaced grid pattern across the 
Orazan sub-basin, with measurement locations 
separated by approximately 100m. Snow depth 
measurements were made using aluminium probes 
graduated in 5cm increments. Snow density 
measurements were derived from snow pits in which 
samples were taken at 10 cm vertical in travels over the 
entire snow pit depth using a 1000 cc stain less steel 
cutter. At each sampling location three depth and 
density measurements were collected 5 m apart along 
transects oriented in the direction of travel with the 
centre measurement recorded using global positioning 
systems. The three measurements were averaged to 
obtain snow depth and density values at the sampling 
location.  
 

Geostatitical Analysis 
 
                 Geostatistical prediction includes two stages 
which is first identification and modeling of spatial 
structure. At this stage continuity, homogeneity and 
spatial structure of a given variable is studied using 
variogram. Second stage is geostatistical estimation 
using Kriging technique which depends on the 
properties of the fitted variogram which affects all 
stages of the process. 
 

Variogram analysis 
 
                 Variogram method is a suitable technique for 
estimating spatial variability of a variable. Calculation 
of variogram graph is one of essential stages in 
geostatistics which is defined as follow: 

( ) ( ) ( ) ( )[ ]( ) 2

1h2n
2 ∑=

+−=
hn

i
hxiZxiZhγ                                                                         

(1)                                                           
where: 
γ(h): value of variogram for pair points with  
        distance h 
n(h): number of pair points with distance h 
Z(xi): observed value of vaiable xi 
Z(xi+h): observed value of the variable with  
                distance h from xi. 

                 For variogram plotting it is necessary to 
compute γ (h) for different values of h and then to plot 
the values for different distances of h. In other words 
variogram is the variance of different points with 
distance h. The obtained variograph of measured 
samples is called experimental variogram which is a 
vector value that is a dependent of distance and 
direction. 

               The variogram properties include threshold 
(sill=C0). The threshold is the maximum value of 
variogram which is spatial variance of the variable. The 
lowest value of variogram includes partial effect which 
shows variance of errors of measurements. The 
effective distance demonstrates the distance. That 
variogram has the highest value. Instead of variance, 
covariance shows the similarity of variables. Since 
arithmetic summation of similarity and dissimilarity is 
constant then it is possible to replace it with the average 
difference of points of distance h. The relation between 
variogram and co-variogram is defined as: 

(2)                                                                )()(2 hchy +=σ                                                             

Where: 
2σ = Threshold 

=)(hy Variogram value 
=)(hc Co-variance value 

 
Kriging 

 
                Kriging is a prediction that considers values 
of a variable in unsampled points as a linear 
composition of the values of surrounding points. 
Considering the values of variable Z in n measured 
points as follow: 
 
Z= (z(x,), Z (x2)….Z (xn))    
                                                                                       
(3) Estimation of Z in point X0 using kriging estimation 
is defined as:  

Z*(x0) = )(
1

ii

n

i
xzλ∑

=

                                                                                   

(4) The most important part of Kriging is statistical 
weights assigned to iλ .To avoid bias of estimation, the 
weight should be determined in a way that summation 

is equal to one )1(
1

=∑
=

i

n

i
λ  and the variance of 

estimates should be minimized as: 
Min                                                                        (5) ] =

2))x0(z-) x0(*z [(E)] =x0(*z[ var  
 

Accuracy Assessment 
 
               The Geostatistical analyst provided an 
indication of which model produces minimal prediction 
error though cross-validation. Cross-validation uses all 
of the data to estimate trend and autocorrelation 
models, and then removes each data location, one at a 
time, and predicts the associated data value(Johnston et 
al., 2001). The prediction is based on four measures of 
accuracy: the mean bias error (MBA), the mean 
absolute error(MAE), and the mean squared 
standardized deviation ratio(MSDR): 
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Where: n is the number of observations, )( ixZ ∗ the 

predict value, )( ixZ  the observed value, i the counter 
for the individual observed and predicted values and 

)(xσ the root mean squared error (RMSE): 
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Since the MBE reveals the tendency for systematic 
overestimation or underestimation, it should be zero in 
the ideal case. Caution must be exercised in the 
interpretation of bias because it is possible for large, 
compensating sub-regional biases to produce a mean 
zero estimate. Small MAE values indicate a method 
with few errors, overall. The MAE measure, however, 
does not reveal the magnitude of error that might occur 
at any point. For this reason, we chose to calculate the 
RMSE measure, which is a measure of the root of the 
sum of the squared residuals. MSDR shows ratio 
between experimental and theoretical variance. It 
should be one in the ideal case. 
 

Results 
 
                 The normality test was examined for the data 
using Colmogorov-Smirnov test. Snow depth data was 
not normal neither was snow density because logarithm 
of the snow depth data was used to avoid skewness. 
Table 1 presents a summary of statistical characteristics 
of data.  

 
    Table 1. Statistical characteristics of field survey data( after transformation) 

Parameter Mean Variance Minimum Maximum Range 
Snow Depth(cm) 24.19 13.27 11 73 62 

Snow Density(gr/cm3) 0.803 0.147 0.51 1.05 0.54 
 
Since the first step for geostatistical application for a set of data is variogram analysis then the results of variogram 
analysis in the study area were calculated (Table 2).  
 
Table 2. The properties of suitable variogram model of variables 

Variable Model Nugget Sill Range Parameter Effective Range 
Snow depth Spherical 0.0010 0.05 186 186 

Snow density Spherical 0.0103 0.0485 7368 7368 
Variable 

CCo
C
+

 
r2 RSS Lag 

 (m) 

Snow depth 0.998 0.022 0.0529 100 
Snow density 0.788 0.13 0.014 100 

 
Theoretical variograms were estimated from the snow depth and density data (Fig. 2 and 3). 

 
Fig 2.Theoretical variogram of snow depth 
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Fig 3.Theoretical variogram of snow density 

 
               The calculation of variogram in different 
directions shows that there are not any geometric or 
zonal anisotropy. In this reason, the variogram is multi-
directions. Based on Table 2 and Figures 3 and 4 about 
snow depth, nugget (0.0010) is very low in comparison 
with sill (0.05), this means that the space structure of 
data is very strong. Also, a high part from total variance 
amount (207.67) is explained by variogram and its low 
part (20%) is defined by random and nonstructural part 
but due to low nugget effect amount, there is the strong 

space structure among data to a low distance (186 m). 
About snow density, the nugget of variogram(0.0103) 
in comparison with the sill(0.0485) is very high. This 
means that the space structure of data is very weak. 
Despite high nugget effect (7368 m), due to a high sill 
amount, a low part from total variance(0.023) is 
explained by variogram and its high part(79%) is 
defined by random and nonstructural part.The ordinary 
kriging was done using ESRI's Arc/GIS (Fig. 4 and 5). 

 

 
Fig.4. Kriging map of snow depth 
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Fig.5. Kriging map of snow density 

 
Table 3.Error statistics 

Parameter MAE 
 

MBE MSDR RMSE 

Snow depth 0.143 -0.01831 1 0.22 
Snow density 0.1005 -0.0015 1 0.12 
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Based on table 3, MAE and MBE are near zero, it 
indicates that Kriging can estimate snow depth and 
density accurately. Also, MSDR is one; it indicates that 
there are not differences between Kriging variance and 
variance estimation from theoretical variogram. 
 

Conclusion and discussion 
 

                All of information estimated by Kriging 
interpolation in geostatistical analysis depends on 
overall structure of theoretical variogram and 
particularly nugget effect amount in variogram. The 
higher the nugget effect, the lower the potential of 
prediction by variogram model. In variogram related to 
snow depth, the nugget effect is low due to strong space 
structure among snow depth amount in different 
distances. Also, effect range has a low amount that it is 
indictor on a strong space structure in shortage distance 
and because of this geostatistical analysis has been 
made based on spatial continuous changes of 
environmental parameters. This characteristic shows 
homogeneity in snow depth collection data (The low 
amount of nugget effect shows this subject). The low of 
nugget effect in the estimating variogram, can be due to 
low changes of snow depth in shortage distance. In 
variogram related to snow density, nugget effect is high 
due to weak space structure among snow density 
amount in different distances. This characteristic shows 
that there are no homogeneity among snow density data 
in different distances (The high amount of nugget effect 
shows this subject). The results of cross validation 
showed that Kriging has high capability in snow depth 
and density estimation in region because of low amount 
of effect nugget in snow depth variogram and high 
amount of effective range in snow density variogram. 
The topographic factors include height, aspect, angle of 
slope and land form and velocity and direction of wind 
and also vehicle roads are effective factors on random 
distribution of snow depth and density in study region. 
Low amount of effective range related to snow depth 
and high amount of nugget effect related to snow 
density show the severe variability of these parameters 
in high distance. This variability of data is hidden in 
each kind of anisotropy. It seems that the field samples 
collection method based on a region homogeneity and 
classification of suitable data using satellite images and 
photoarial is caused isotropy among data both spatial 
data variability decrease and suitable of geostatistical 
analysis increase. Totally, geostatistical analysis in both 
local scales and limit to effective range data as well as 
when region is homogenous, will has the better results 
than ordinary statistic( e.g. multiple regression). Also, 
the selection of suitable of data effect on application of 
this method.      
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              Abstract: Dynamic mathematical model has been developed and presented in this manuscript. The 
model aimed at finding N fertilizer recommendation rates for site specific crop production. The 
model was developed by considering processes involved in the N availability in soil. Based on 
processes, the model was expected to be applied in the different climatic conditions, soil properties, 
and plant types. Processes included the mineralization of organic materials, adsorption of N, 
leaching and denitrification of N loss. Available N in the soil profile was treated to be a major role 
of this model. The N availability, as model results, was the solution after the interactions of selected 
processes. The rate of organic material mineralization was treated to be the function of the amount 
of daily rainfall and the soil texture of the cropping location. The N adsorption was treated to be a 
function of total amount of organic material of the soil profile. The N loss via leaching and 
denitrification was treated to be a function of the daily amount of rainfall. The model used the S-
shape curve to depict the shape of N uptake by plants along their growth period. The amount of 
available N would be partition mathematically into N adsorption, N loss, and N uptake by plants. 
The product of mineralization of SOM was treated to be amount of N which would be added to the 
soil N availability. The N uptake by plants was treated to be specific proportion of total N 
availability. The model required some soil tests, i.e. contents of SOM and total soil N as input for 
initial condition. Daily amount of rainfall and amount of N fertilizer rate were treated to be a 
boundary condition of the model. The daily amount of N uptake by plants must be prescribed and 
fed to the model. Two data sets of fertilizer trial on the growth and yield for cassava were used to 
calibrate and verify the applicability of the model. Simulation results agreed well with those two 
data sets. The model was sensitive to values of model constants. This model might be another 
choice to be selected for determining the optimal rate of N fertilization to produce any field crops 
economically and environmental friendly. 

 
              Key words: N recommendation, field crops, Dynamic model 

 
INTRODUCTION 

 
 Element N is an essential plant nutrition. 
Continuous cropping at the same piece of land made 
decreasing soil N continually. To maintain the N 
fertility for crop production, farmers applies N fertilizer 
in terms of either inorganic N or organic N, or both of 
them. The application of N fertilizer might not be 
efficient due to N loss via leaching and volatilization[2]. 
To increase the efficiency of N fertilizer use, the 
optimal N application rate must be recommended to 
enhance the growth of plants to be produced, and be 
sound economically and environmental friendly[6]. 
Three important factors must be considered for N 
recommendation, namely climatic conditions, soil 
properties, and crop types[2]. Climatic conditions of the 
cropping areas provide soil water availability through 
rainfall, temperature for activities of microorganisms 
and plant enzyme activities. Soil properties provide 
condition for amount of available N for plant to uptake. 
Plant types specify their N requirements. The site 
specific recommendation rate is very difficult to be 
made since the highly interaction among those 3 
factors. Conventional N recommendation for crop 

production comes from the N fertilizer trial 
experiments. Experimental results assumingly can be 
applied satisfactorily to other locations[2]. Many N 
recommendation models have been established in order 
to refine recommendation rate to suit the site specific  
problem[1,6]. In this manuscript, we presented another 
choice of such a model which was the mathematical  
model describing the dynamic nature of available N in 
soils for the whole course of cropping production 
period. Solution of the proposed  model  included the N 
fertilizer application rate that fits to the 3 factors of 
consideration. 
  

MODEL DEVELOPMENT 
 
 The   principle   of   Nitrogen   Fertilizer 
Recommendation (N-Rec) model was developed by 
applying processes involved in N availability, namely 
losses and gains, and transformations of N forms 
within the soil profile.  Model was written in the form:     
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where N
t∂
∂  was the rate of change of available N-mass 

within the soil profile. Terms SOM
t

fSOM ∂
∂ , FOM

t
fFOM ∂

∂ , 

and LOM
t

fLOM ∂
∂ were rates soil organic matter (SOM), 

organic fertilizer (FOM), and litter (LOM) 
mineralization. The prefixes f of these terms were N 
mass fraction of the corresponding materials. Units of  
SOM, FOM, and LOM were kg per unit area, i.e. kg ha-

1. NFN F
t

f
∂
∂  was the rate of N-chemical fertilizer 

dissolution after its application. FNf was N mass 
fraction of the fertilizer, and NF was the amount of N-
fertilizer application with the unit of kg ha-1. TrapN was 
the rate of N-mass which would be adsorbed by soil 
colloids and organic materials in the soil profile. 

LossN was the rate of N-mass removal from the soil 
profile via the leaching and  denitrification processes. 

uptakeN  was the rate of N-mass uptake by plants. All 
terms in (1) held the units of kg-N per unit area and per 
unit time, i.e. kg-N ha-1 day-1. 
 Mineralization rate of  SOM used in this model 
was in the form of modified first order kinetic, namely  

SOMkSOM
t 1=
∂
∂     (2) 

where 1k was the kinetic rate constant which was 
treated to be a function of daily amount of rainfall 
( Rain , mm day-1). This treatment aimed at mimicking 
the mineralization rate which was also soil moisture 
dependency (Ref…….). The 1k  was in the form 
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where mSOMV , mSOMK , and SOMk2 were constants. Sand was a 
sand fraction of soil texture. Terms SOMk2 , and 

mSOMVSand held units of day-1 while mSOMK held a unit of  

mm day-1. Terms FOM
t∂
∂ and NF

t∂
∂  were defined in the 

same manner as SOM
t∂
∂ . However, their constants were 

different. 
 
 The mineralization rate of litter, LOM

t∂
∂ , was 

introduced since during the plant growth period, some 
leaves might be dropped and became another source of 
organic material of the system (ref, …). The model 
proposed this kind of mineralization as 

genL
t

LOMkLOM
t ∂

∂
+=

∂
∂

1 .     (4) 

A term 1k was defined in the same manner of the 
mineralization of SOM. A term genL was the litter mass 
generated and accumulated along the whole period of 

plant growth. This term held a unit of kg litter ha-1. S-
curve was used to described this behavior, namely 

L
LLL

Lgen t
L κ

δγβ
α ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛

−+
−=

)1(exp
1   (5) 

where Lα , Lβ , Lγ , and Lδ were shape factors. A term t 
was normalized plant age to the time at harvest. Uκ was 
amount of litter (in kg ha-1) at harvesting. 
 Since surface charges of organic material greatly 
affected the adsorption of both NNO −−

3  and NNH −+
4  

forms in soil, the model treated the rate of N adsorption 
due to these material left over in the soil as    

N
OMK

OMV
N

mtrap

trap
Ttrap ⋅⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛

+

⋅
=    (6) 

where trapV and mtrapK  were constants. Please be noted 
that OM (kg ha-1) in (6) were the left over contents of 
organic materials after the mineralization of SOM, 
FOM, and LOM. trapV held a unit of day-1, while 

mtrapK held a unit of kg ha-1. 
 The loss of nitrogen occurred from the 2 processes, 
namely denitrification and leaching. Both processes 
were soil moisture dependent (Ref…..). The model 
treated the amount of these losses depending on the 
amount of daily rainfall. The equation, thus, was in the 
form 

N
RainK

RainVN
mLoss

Loss
Loss ⋅⎟⎟

⎠

⎞
⎜⎜
⎝

⎛

+
⋅

= .   (7) 

Terms lossV  and mlossK  were constants, while Rain was 
the daily amount of rainfall, mm day-1. N was available 
N mass left in the soil. lossV held a unit of day-1, and 

mlossK held a unit of mm day-1. 
 In this model the rate of N-uptake was defined by 
the changes of N accumulation in plants over time 
along their growth period. The N accumulation had the 
form 

U
UUU

Uacc t
N κ

δγβ
α ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛

−+
−=

)1(exp
1   (8) 

where Uα , Uβ , Uγ , and Uδ were S-shape factors. A term 
t was defined in the same manner as in (5). Uκ was the 
total amount of N uptake (in kg-N ha-1) by plants for a 
specific yield. The term uptakeN  could be obtained by 

accuptake N
dt
dN = .    (9) 

 
MODEL INPUT 

 
 N-Rec model required contents of OM, total N, 
and organic fertilizer as its initial condition. The model 
also required amount of daily rainfall, the amounts of 
N fertilizer application, and N uptake by plants along 
the course of growth period as its boundary condition. 
Output of the model is the suitable amount of N-
fertilizer that should be applied, and it is the main 
objective of this model. 
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 N-Rec model required several constants, as 
implicitly shown in equations (1) through (9), to solve 
for its solution numerically. Implicitly finite difference 
with 1day time step size was used[3]. 
 
MODEL CALIBRATION AND VERIFICATION 

 
 Two sets of experiment had been set for model 
calibration and verification. These two sets were 
conducted in the same manner. Cassava (Manihot 
esculenta, Crantz; Huai Bong variety) were grown 
under rainfed conditions. Cassava for the 1st set were 
grown in Kamphaeng Saen (Ks) soil series (fine-silty, 
mixed, sub-active, isohyperthermic Typic Haplustalfs) 
located in Kamphaeng Saen Campus of Kasetsart 
University (N 14.035, E99.958), called Ks site, while 
those of the 2nd set were grown in Fang Daeng (Fd) soil 
series (fine-loamy, kaolinitic, isohyperthermic Rhodic 
Kandiudults) located in Prachuab Kririkhan Province 
(N11.833, E99.833), called Fd site. Ks and Fd soils 
have respectively the sandy loam (with 71% sand, 17% 
silt, 12% clay) and the loamy sand (with 84% sand, 
11% silt, 5% clay) textures. There were several N-
fertilizer treatments in these experimental sties. 
Amount of N-fertilizer of each experimental treatment 
was equally divided and applied at 2 and 4 months 
after cassava planting. Total rates of N treatments of 
the Ks site included 0, 63, 100, 250, and 375 kg-N ha-1, 
while those of the Fd site included 0, 100, 150, 300, 
and 450 kg-N ha-1. Urea and NH4SO4 were used as 
sources of N-fertilizer. Each experimental unit received 
the same cultural practices, except its amounts of daily 
rainfalls and of N-fertilizer treatments which were 
varied, respectively, by sites of experiment. Cassava 
was grown with spacing of 1.0x1.0 m2. Each 
experimental unit covered an area of 30.0 m2 (3 rows 
with a length of 10.0 m plot). Herbicide was applied at 
recommendation rate at planting. Hand-weeding was 
performed to all experimental units at 2 month after 
planting. Organic fertilizer was not applied for both 
experiments.  Both experiments commenced in Nov 
2006 and lasted in Nov 2007. The amounts of annual 
rainfall were 1191 and 1721 mm yr-1 for Ks and Fd 
sites, respectively. 
  Soil test values such as contents of OM and total N 
were collected at planting and at harvesting, Cassava 
yields (root biomass) obtained from each experimental 
units were collected at harvest. %N of leaf, stem, and 
root biomass were also collected along the growing 
period and at harvest.  Biomass along with their %N 
was used for calculating the uptakeN  term of equations 
(1), (8) and (9). Contents of soil OM and total N and 
organic fertilizer rate were treated as initial condition, 
while those of soil OM, and total soil N at harvest were 
used for reliable checking of N-Rec model.  
 
 
 

 
Table 1. Data set of the Ks site used for finding model constants. 
 N-rate, kg-N ha-1 
 0 63 100 250 375 
OM1 0.65 0.79 0.79 0.58 0.46 
N1  0.046 0.051 0.054 0.057 0.060 
OM2 0.51 0.61 0.63 0.58 0.48 
N2 0.042 0.045 0.046 0.046 0.046 
Yield 49.9 65.4 76.8 84.1 78.6 
Shoot 22.3 24.4 42.6 55.3 61.3 
N in root 0.143 0.151 0.168 0.188 0.224 
N in shoot 1.242 1.151 1.137 1.209 1.202 
N uptake 78.11 84.87 136.58 182.69 202.89 
N-loss* 14.66 15.65 16.09 16.18 16.46 
N-avai* 124.74 200.93 294.34 485.63 625.35 
N-ad* 0.31 0.37 0.40 0.38 0.36 
 
N-rate: N-fertilizer rates in kg-N ha-1; OM1: OM contents at initial 
(%); N1: total N contents at initial (%); OM2: OM contents at harvest 
(%); N2: total N contents at harvest (%); Yield: cassava root yields in 
ton ha-1 at harvest; N in root: total N in roots (%) at harvest; N in 
shoot: total N in leaves and stem (%) at harvest; N uptake: total N 
content uptaken by cassava (kg-N ha-1) at harvest; superscript * 
indicated that these items were the model solution; N-loss*: amount 
of N loss due to leaching and denitrification (kg-N ha-1); N-avai*: 
amount of  available N in the soil profile (kg-N ha-1); and N-ad*: 
amount of adsorped N by clay and organic materials in the soil 
profile (kg-N ha-1). 
 
 The calibration and verification were made for 
evaluating values of model constants. They were just 
the initial-boundary value problem. Obtaining values of 
model constants by trial and error method was chosen 
here[3].  
 

DESCRIPTION OF COLLECTED DATA 
 

 The two data sets showed that the higher rates of N 
fertilizer application, the higher rates of N uptake by 
cassava (Tables 1 and 2). However, the N uptake rates 
were not linearly responses. The accumulations of N in 
cassava shoots at harvest were 6-10 folds higher than 
those of in the roots. N-application with rates lesser 
than 250 kg-N ha-1 help increase in root yields for both 
data sets.  However, the two experiments gave yield 
reductions when N-fertilizer rates were more than 250 
kg-N ha-1. However, both data sets showed that total 
biomass production increased as a result of increase in 
fertilizer application. These results might be caused by 
excess N fertilization[5]. The two experimental sites 
gave a little difference in N uptake. The Fd site with its 
higher annual rainfall and % sand of soil texture 
seemed to have at least 1.5 folds higher in N 
accumulation in both shoot and root tissues, when 
comparing with results obtained from the Ks site. This 
result suggested that N in the Fd site was more 
available than that of in the Ks site. The more N 
available in soil profile, the more N uptake by plants[7].   
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Table 2. Data set of the Fd site used for finding model constants.   
 N-rate, kg-N ha-1 
 0 100 150 300 450 
OM1 0.44 0.54 0.44 0.34 0.51 
N1  0.036 0.040 0.042 0.037 0.047 
OM2 0.30 0.28 0.31 0.25 0.35 
N2 0.030 0.029 0.029 0.021 0.027 
Yield 46.0 61.1 67.6 71.3 68.1 
Shoot 28.0 43.6 63.8 66.6 68.8 
N in root 0.325 0.397 0.443 0.469 0.569 
N in shoot 1.686 1.676 1.575 1.638 1.773 
N uptake 141.75 222.73 295.96 324.25 367.79
N-loss* 15.58 15.77 16.12 12.40 15.26 
N-avai* 213.45 406.28 519.53 685.02 898.70
N-ad* 0.22 0.28 0.27 0.21 0.34 
Column 1:  The same abbreviation as used in Table 1. 
 

VALUES OF MODEL CONSTANTS 
 
 After the calibration and verification processes, 
values of constants needed for the model were 
classified into to sets, i.e. common and site specific sets 
(Tables 3, 4 and 5). To obtain the solution of the 
model, both of data sets were needed. The common 
data set mostly included parameters for organic matter 
mineralization, adsorption, leaching, and litter 
generation processes, while the specific set included 
kinetic constant of soil organic matter mineralization, 
amount of N-uptake by cassava at the different level of 
biomass production, and amount of litter generation at 
the different rates of N-fertilizer application.  Uses of 
these values of constants made results of the model 
were less than 2% deviation from those of the collected 
data.  
 
Table 3. Values of constants for a common set. 

Constant Value Constant Value 

mSOMV  10.1169  trapV  0.000444

mSOMK  850.0  mtrapK  30000.0 

SOMf  0.0055  trapk2  2.99 

mFOMV  10.1169  lossV  0.00512 

mFOMK  850.0  mlossK  750.0 

FOMf  0.0055  Uα  0.99999 

mLOMV  20.1169  Uβ  1.0 

mLOMK  850.0  Uγ  125.0 

LOMf  0.012243  Uδ  -7.50 

mFNV  0.0325  Lα  1.025 

mFNK  300.0  Lβ  0.976 

FNk2  0.0465  Lγ  160.0 

FNf  1.0  Lδ  -15 
Units of these constants were given in the content. 
 
 The site specific data sets explicitly showed that 
SOM of the Fd site was more rapidly mineralized than 
that of in the Ks site. The higher %sand of the soil 
texture might be the cause of this result (ref,…..). The 
N uptake rates were high with the higher rates of N 
fertilizer application. Please be note that these 

constants of the Fd site were about 3 folds higher than 
those of the Ks site. This might be caused by the higher 
%sand and higher annual rainfall which raised the soil 
N availability (ref,…). Values of amount of litter 
generation for the two sites were not too much 
different. 
 
Table 4. Values of constants of the site specific set for the Ks site.  
 N-rate, kg-N ha-1 
Constant 0 63 100 250 375 

SOMk2  0.000293 0.000293 0.000293 0.000293 0.000293

Uκ  0.04411 0.04381 0.06807 0.08720 0.09353

Lκ  8750 10250 14000 15400 15400 
Units of these constants were given in the content. 
 
Table 5. Values of constants of the site specific set for the Fd site. 
 N-rate, kg-N ha-1 
Constant 0 100 150 300 450 

SOMk2  0.000612 0.000612 0.000612 0.000612 0.000612

Uκ  0.10450 0.15802 0.20280 0.27751 0.25310

Lκ  8752 9966 10590 11649 11649 
  Units of these constants were given in the content. 
 

SENSITIVITY ANALYSIS 
 
 The selected responses were sensitive to changes 
of value of selected constants (Table 6). The amounts 
of N loss and N adsorption were sensitively to lossV  and 

trapV values, while the amounts of soil N availability and 
N uptake were greatly sensitive to any changes in 
constant values. This result suggested that processes 
used to develop the model satisfactorily explain the 
interaction of N availability in soil. The amount of 
higher N adsorption leaded to the condition of lesser N 
availability, thus, the lesser N was uptaken by plants 
(ref…). The amount of higher SOM mineralization 
(higher value of SOMk2 ) raised the N availability in the 
soil profile. This condition leaded to the higher rates of 
N uptake by plants, N loss, and N adsorption[7].  
   
Table 6. Averaged sensitivity of selected model solutions in response  
               to selected model constants, XY ∂∂ / 's. 
 X 

Y lossV  FNk2  trapV  SOMk2  

N-uptake -29.36 
(10.72) 

23.73 
(30.67) 

-118.24 
(40.35) 

1286.35 
(299.36) 

N-loss 3075.31 
(129.57) 

1.18 
(1.08) 

-14.64 
(1.19) 

279.52 
(58.49) 

N-avai -3046.23 
(120.56) 

33.77 
(33.05) 

-693.02 
(60.18) 

51076.45 
(10689.40)

N-ad -0.21 
(0.06) 

0.00 
(0.00) 

825.68 
(77.41) 

27.65 
(2.52) 

Numbers in parentheses were standard deviation of sensitivity. 
 

MODEL APPLICATION 
 

 The model created outputs which were in a good 
agreement with two sets of collected data. The outputs 
were strongly constant value dependent, especially 
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values of SOMk2  and Uκ . These 2 constants were site 
specifically dependent. Knowledge of these 2 constants 
needed to be used with the model. To generate general 
relation formula for these quantities required more 
fertilizer trial experiments. The optimal N-fertilizer 
application rate will be obtained by providing values of 
these 2 constants. The value of Uκ were total N 
requirement which will be uptake by any field crop 
plants with the optimal yield expectation. The value of 

SOMk2 is site specific which strongly depends on types of 
climate, soil properties, and soil organic matter. 
Reviewing of published papers related to field crop 
fertilizer trial and regression analysis would give the 
knowledge SOMk2 and Uκ of values. The optimal yield 
expectation would be determined either by economic or 
environmental aspects.    
  

CONCLUSION 
 
 The N-Rec model had been developed in terms of 
a system of equations. Equations included the balance 
of N mass for 1) rate of change of N availability in soil, 
2) rate of SOM mineralization, 3) rate of FOM 
mineralization, 4) rate of LOM generation and 
mineralization, and 5) rate of N-fertilizer dissolution.  
The model required amounts of SOM, FOM, LOM, 
and soil N availability priori of planting. These 
quantities would be treated as its initial condition. The 
daily rainfall, amount of N fertilizer application, and 
rate of N uptake by plants were treated as its boundary 
condition. The solution of the model was amount of 
available N in the soil dynamically changes over the 
course of plant growth. Changes in amounts of N 
adsorbed by organic materials, N lost by leaching and 
denitrification were also the model solution. Two sets 
of cassava fertilizer trial experiments were used to 
calibrate and verify the model. Values of model 
constants used made model outputs be in good 
agreement with experimental data. Change in soil 
available N over the course of simulation was sensitive 
to values of model constants, especially the constants 
which were represented the mineralization rate of 
SOM, N adsorption, and N loss by leaching and 
denitrification, and amount of N uptake by plants. The 
model outputs might be used to  judge an optimal N 
fertilizer application rate under a specific plant type 
and a specific climatic condition. 
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Abstract: This paper presents a secured engineering solution to the crop production hazards involved 
in spraying chemicals to the insects in the crop production field or sends information to the central 
security unit to alert them whenever the enemy is out of control. This is achieved by the design and 
construction of an autonomous hexapod agent robot for use in production security and enemy 
prevention applications in crop production field where people can not go to prevent anti crop 
production animal. The effectiveness of this platform is shown by the platforms ability to successfully 
navigate itself everywhere of a crop field, while the spraying system efficiently covers the insects in 
the set dosages, whenever it fail to cover then it will inform control room automatically from its self 
learning intelligence. Finally the design and simulation of a hexapod agent for crop production field is 
developed here.  
 
Keywords: Autonomous, hexapod, crop field. 

 
INTRODUCTION 

 
 The function of a crop field is to create the 
optimal growing conditions for the full life of the 
plants[1]. Achievement of the desired conditions often 
requires the use of spraying, high temperatures and 
increased carbon dioxide and humidity levels[2]. 
Prolonged exposure of crop workers to these conditions 
leads to an uncomfortable and hazardous work 
environment[3][4]. Often, there are substantial risks 
involved in crop field work due to the hazardous 
environment. Specific examples of these include: 
Repetitive strain injury, toxic chemical exposure, ex- 
termed heat exposure, extreme humidity (heatstroke)[3], 
and working at heights to protect insects. Automating 
tasks within the crop field will enable the avoidance of 
unwanted or hazardous human exposure whilst 
potentially leading to an increase in overall efficiency 
and productivity. The main application of robots in the 
production sector has been concerned with the 
substitution of manual human labor by robots or 
mechanized systems to make the work more time 
efficient, accurate, uniform and less costly[5]-[10]. One 
may argue the social implications of such 
developments, for example, the effects on employment 
through loss of blue collar jobs to the more efficient 

robotic counterpart; there are also ethical considerations 
that may be argued. Whilst there may well be some 
validity to the argument in some cases, this current 
project s unique in the number of stakeholders that are 
affected in a positive sense. The farmers’ benefits are 
found in more efficient maintenance of the crops and 
either less work for themselves or a decreased need for 
the employment of others (arguably, an expensive 
process). Increased demand on growers has begun to be 
met with increased specific automation in many fields, 
as producers believe that automation is a viable and 
sometimes necessary[7] method to ensure maximum 
profits with minimum costs[6]. Indeed Hopkins[6] argues 
that automation enables the expansion of a crop field 
without having to invest more financial resources on 
labor. Merchants may benefit from increased sales due 
to a lower cost product; the consumers will benefit, 
likewise, a lower cost product of comparable quality. 
The stakeholders that benefit most, at least from an 
ethical or social perspective, however, are the crop field 
workers. This paper presents the design and 
construction of an autonomous hexapod agent robot 
that seeks to give the security to the crop field. This 
robot is designed as a base for developing systems to 
enable the automation of crop production security 
processes such as the spraying to the insects, send alert 
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information to the security center for the uncontrolled 
animal. The system is designed to be as modular as 
possible, enabling the development and modification of 
any of the individual tasks.  
 

LITERATURE REVIEW 
 
 This is proposed current technique for spraying 
insect killer. To controlling the anti crop insect, carbon 
dioxide enrichment, temperature, humidity, root 
moisture, fertilizer feed, pest and fungus control allow 
the crop field to produce fruits, vegetables all year 
round. For example, carbon dioxide levels in a 
controlled crop field are approximately five times the 
normal atmospheric levels[11]. The optimal height of 
crop field during the normal production time can be 
quite high, making it very difficult and impossible for 
worker to prevent anti crop production kit. This can 
subject the worker to risks to help the crop to grow up. 
The inhalation of spraying insect killer used within a 
crop field can, in some cases, be fatal or cause 
permanent damage to the lung tissue. Even relatively 
small amounts of exposure to many chemicals over 
long periods of time can be damaging to the worker. 
Due the hazards of such exposure, protective clothing 
and equipment must be used. However, research has 
showed that protective clothing does reduce the 
possible amount of exposure but does not stop 
it[3].Many insect killer spray have been found to be 
able to penetrate clothing and even rubber gloves within 
half an hour and a manual spraying task can take 
several hours depending on the size of the crop field. 
Fig. 1 shows a typical crop of the crop field. 
Contemporarily, a human worker would walk inside 
field with an insect killer spraying gun, in an attempt to 
cover the foliage of the plants with an even coat of 
spray. An experienced worker will attempt to coat the 
surface of the plants with the appropriate calculated 
dosage to the insect. This manual application of 
spraying is, as mentioned above, a time consuming, 
tedious and dangerous task, requiring the worker to 
wear protective clothing and breathing apparatus for all 
times. Hence, this manual application technique is 
largely open for error. It is often difficult to know 
exactly the insect places of each plant to spray, mostly 
to detect on ground close with the root of the plant. In 
this harsh environment, it is possible that the worker 
may also apply an inappropriate amount of spray to the 
unexpected area through either fatigue or haste, 
resulting in the inefficient application of spraying. The 
alternative method to manual spraying is Fog spraying 
to kill the insect. This involves using a fogging sprayer 

to spray the whole crop field with a fine mist that 
covers every surface[12]. This is useful where the crop 
field is infested with small flying medicine and the 
entire field requires spraying. This method is not 
always desirable and cannot cure all enemy. An 
autonomous hexapod insect killer spraying device 
would be invaluable in the avoidance of human 
exposure to hazardous chemicals and to ensure the 
optimal calculated amount of spray is applied to all 
insect evenly, minimizing waste due to increased 
accuracy and precision[13]. A further advantage of using 
an autonomous hexapod agent is that various 
concentrations of enemy can be applied at levels where 
there would normally be an increased the risk of toxin 
exposure to the human applicator. And it can also be 
easily navigate all the places to detect the enemy by an 
active vision system[16]-[19].  
 

 
 
Fig. 1: Typical crop field 
 
 For the future implementation of a crop field robot 
to be commercially viable, such a product would have 
to be at a low cost, or have the potential to make sure 
perfect security, or most, of the current manual tasks 
within a crop field. Some of these potential applications 
include monitoring plant health, destroy insects, inform 
against uncontrolled enemy, plant growth rates, 
removing unwanted leaves and picking the produce. In 
principle, a system able to satisfy these requirements 
seems viable, as the requirements may be met via a 
common basic pathway. Whilst it is recognized that 
there is generally more than one solution to an 
engineering problem, an example of a system able to 
achieve this would be that consisting of a mobile 
platform with a robot on an elevating plat- form, which 
would then satisfy the pruning, picking and monitoring 
of produce, essentially adding to the robot this paper 
has outlined. As mentioned, the considerable economic 
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and social costs related to the manual process of 
security application within crop field (specifically labor 
costs and the human health risks respectively) is far 
outweighed by the economic and social benefits of an 
autonomous robot such as that discussed by this paper. 
The benefits include the decreased labor costs, reduced 
spraying medicine wastage costs and the obvious 
reduction in human health hazards[14][10]. The 
commercial aspirations of this project require the total 
cost to be kept to a minimum. Such cost effective 
automation should therefore be relatively attractive to 
growers. In addition to the cost considerations, all parts 
and materials have been purchased from local 
distributors. Whilst this has been done to simplify the 
future manufacturing of the commercial product, 
finally, to enable the ease of reproduction, modification 
and replacement, almost all components are assembled 
from off the shelf parts. 
 

DESIGN OF THE AGENT 
  

 
 
Fig. 2: Frame of Hexapod agent 
 

The basic frame of the hexapod agent is shown in 
Fig. 2. The full configuration is shown in Fig. 3, is a 
standard installation for crop field and can reach every 
complex environment. To attack against the enemy it 
will rotate in any direction, heavy legs with powerful 
motors are chosen over other types as they can 
withstand heavy loads and high temperatures with no 
deviation to travel height. Fig. 4 shows the central 
control alarm unit, where robot can send signal to alert 
by turn on the alarm.  

 

 
 
Fig. 3: Organization of all components 

 
          For its legs, it can navigate all the area of the crop 
field and try to detect the insects by its proposed camera 
with active vision system technique, then it will able to 
make decision to automatically spray against to the 
insects by its proposed sprayer configuration, if the 
agent assume that the insect/enemy is uncontrolled then 
it transfer signal to the alarm unit by its wireless 
system. The proposed induction sensor will be 
connected directly to the microcontroller; allowing the 
robot to sense that it is indeed on the correct area. The 
arranged legs assembly keeps the robot on the tracks 
allowing the robot to drive along without the need for 
any expensive and complicated navigation ability. For 
ease of design and reproduction, as few parts as 
possible require special machining or manufacturing in 
an attempt to minimize the cost of manufacturing this 
and repeat robots. This choice to use as many off the 
shelf products as possible carried with it significant 
challenges, but is mostly regarded as an important 
reality check in the design process enabling the 
optimization of a simple and flexible design to be 
realized. The robot is designed for simplicity and value 
for money, while it will be able to effectively spray 
insects in the crop field. The robot is capable of 
walking to the end and back along in the field, requiring 
then to be automatically moved to another part. From 
the micro-controller placement to aligning individual 
nut and bolts, each component is modeled into place to 
ensure the most space efficient design, minimizing the 
physical dimensions of the robot, while keeping all 
simplicity and functionality. 
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Fig. 4: Central Control unit Alarm System 
 
 

SAFETY CONSIDERATION 
 
         As this system is possibly working without 
supervision, safety aspects must be considered to ensure 
the safety of the robot, the people that may be within 
the crop field. Easily accessible Emergency Stop 
buttons, anti-bump start button, separate enable 
switches for pump (proposed) and servo motor, Key 
activated power switch, fast blow fuses and bump 
sensors are the main safety components built into the 
design of this robot and it also be detecting obstacle. If 
an emergency stop button is triggered by either button 
or microcontroller, the robot will stop and user 
intervention is required to restart to robot. Onboard RF 
connectivity allows for the future realization of wireless 
control of the robot. This allows for remote monitoring 
and control of robot functions. The bump sensors are 
located at the down of the six leg of the robot to stop 
the robot from bumping into any objects that may be in 
the path of travel. If triggered, the microcontroller will 
promptly stop the robot within its buffer zone. Unlike 
the Emergency stop buttons, the robot will continue its 
path of travel when the obstruction that triggered the 
sensor is cleared and it is safe to move. 
 

CONTROL SYSTEM 
 

Fig. 5 shows the control environment currently 
implemented. The user interfaces have control over the 
running of the microcontroller and are fed back 
information about the status of the robot. The 
microcontroller reads the information and controls the 
movements of the robot and actions of the proposed 
spraying system. The drive system consists of servo 
motors capable of a maximum speed is 10”/sec. The 
motor is driven by a high powered PWM (Pulse Width 

Modulation) controller board, signal from the 
microcontroller. 

 
 
 
 
 
 
 

 
 
 
 
 
 

 
 

 
Fig. 5: Control environment of the developed system 
 
 
 

The servo motor controller has its own soft start 
and stop facilities allowing smooth stopping and 
starting with no processing time required for the 
microcontroller. The 0-5v analogue signal input also 
allows the microcontroller to control the speed, 
acceleration and declaration. The induction proximity 
sensors accurately detect the presence of the metal rails 
beneath the robot. This allows for safe, hassle free 
operation of the robot within the crop field requiring no 
changes to the existing crop field configuration. The 
SICK infra-red sensors accurately sense the placement 
of the reflective sensors as they pass beneath the robot. 
The reflective sensors are a simple and efficient method 
of marking a selected insect. The sensors can be 
replaced with a more advanced method if detecting a 
selected insect as the technology advances, allowing the 
potential for the robot to almost fully automated. The 
LCD/Computer module shows the user relevant 
information on the robots status and allows the user to 
control the robot directly with ease. The wireless 
interface able to pass signal from the microcontroller to 
the alarm control centre which is potential for the robot 
to be monitored, controlled and detect enemy from a 
remote location. Keeping the user at a safe distance to 
prevent the enemy. 
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CONTROL ALGORITHM 
 
           The on-board microcontroller controls all of the 
inputs and outputs of the system. The software running 
on the processor is Dynamic PIC C language. Extra 
libraries and functions have been added to the original 
PIC C language that is specific to the PIC-
microcontroller. Of particular notice are the multi-
tasking functions. Both the Preemptive multitasking  
and Cooperative multitasking is available. Pre-emptive, 
being the ability to time slice the program code so that 
many processors can be sharing the processor  times to 
make it seem like the processes are running at the same 
time. In the Co operative multitasking environment, 
each process voluntarily passes control to the other 
processes. Usually done while waiting for something to 
happen. For example, a button press, or a delay to 
finish. The processor uses this usually wasted 'waiting 
time' to execute other processes. Figure 6 shows the 
current basic program flow chart. The Platform Control 
program is used to control the mobility of the base 
platform. It carefully monitors the autonomous 
intelligence of the robot and monitors sensor inputs. 
Our algorithm Hypotheses: In a homogeneous 
population of agents is considered for this hexapod 
agent, i.e. the robot has the same capabilities of sensing, 
acting, communicating and processing. Moreover, the 
considered task is safe and robust reactive navigation in 
a clustered environment for exploration purposes. The 
robot is programmed a priori neither for obstacle 
avoidance nor for enlarging the explored area, and nor 
for executing more complex actions like, Finding a 
task, Analyze the task, then take the decision. On the 
contrary, the agent has to find by itself an efficient 
policy for performing the complex task. The online 
self-learning procedure is based upon the principles of 
genetic algorithms that allow a faster convergence rate 
than the classical learning algorithms, as it is shown in 
what follows. 
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                                                                      No 
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       Fig. 6: Control program Flow Chart 
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           The algorithm's operation is then illustrated by 
considering the exploration problem, which is simple to 
evaluate and to implement on real robots. The inputs of 
the sensor motor system are composed of five states 
listed in Table 1. These states can easily be recognized 
by the proximity sensors of the robot. On the other hand 
of the control system is the elementary behaviors of the 
robots are given in Table 2. It actuates immediately and 
properly the leg motors. By getting knowledge from 
these two tables, robot will perform correct activities 
mention in Table 3. An individual of the population 
considered for the evolutionary learning is the list of 
connections between inputs and outputs. It encodes thus 
the "synapses" of the robot's sensor motor control 
system.  Such states and elementary actions have been 
choosing to guarantee that the behavior is learnable 
during the battery life. The manipulations of optimal 
state are showing in Fig. 7. 

 
Table 1: Different states of an agent’s sensory system 

 
State 1 No obstacle 
State 2 Left obstacle 
State 3 Right obstacle 
State 4 Front obstacle  
State 5 Robot is jammed 

 
Table 2: Set of elementary reactions 

 
Behavior 1 Go forward 
Behavior 2 Turn right 
Behavior 3 Turn left 
Behavior 4 Go backward 

 
Robot   
Robot Path    
Obstacle    
 
 
 
    

 
 

 

 
 

 

 
 

 

 
 
    
 

 

 
Fig. 7: Optimal State 
 
 
 
 
 

Table 3: Optimal decision by robot 
 

1: No obstacle 1: Go forward 
2: Left obstacle 2: Turn right 

3: Right obstacle 3: Turn left 
4: Front obstacle 2 or 3 Turn left or right 

5: Robot is jammed 4: Go backward 
 

TESTING 
 
The robot was tested in the crop field at The 
International Islamic University Malaysia, where 
pumpkin plants are grown. Figure 8 shows the on-site 
experiment with the developed robot where the robot 
will take action against the enemy.  Robot takes action 
(proposed) by using intelligence only. The testing 
consisted of single runs down to the end of a row of the 
crop field and back to the work area while taking action 
to the enemy. Along the run, the enemies were marked 
out by the robot. While in operation, emergency stop 
buttons and bump sensors were tested for their 
effectiveness in a real situation. 

 
 

       
 
Fig. 8: Control program structure 
 
The platform was able to successfully and smoothly 
drive up and back along a row in the crop field and 
return to the work area at the end of the row. The 
intelligence worked sufficiently to turn the robot around 
and stop the robot when it returned to the start. The 
identification of the reflectors was excellent until taking 
action from one of the Infra-Red sensors. It also send 
signal to the alarm unit for the uncontrolled insects. 
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CONCLUSION 
 
 The experiments show that the robot was able to 
successfully fulfill the physical specifications outlined 
by International Islamic University, so as to be able to 
function within their crop production field. The robot 
also met the economic and time constraints that it was 
subject to. The robot was able to move up and back 
along the pathway in the crop field. The Sensors 
detected the path way and operated satisfactorily 
against the insects. The coverage of the insects for 
taking action will be decided by the robot owns self. 
Even though the agent is unable to do any action 
against insect it will pass signal to help it to prevent 
enemies. At the far end of the crop field the sensors 
successfully detected the end of the path way, enabling 
the platform to change direction, coming back along the 
path way and returning to the start. The legs assembly 
was successful in delivering a smooth transition to 
every conditional path way. The bump sensors were 
tested for situations where people and obstacles such as 
branches were in the path of motion. The bumpers were 
successfully activated and the robot was able to be 
stopped within a safe distance so that no damage or 
injury was or could be caused. The design and 
successful construction of the robot using of the shelf 
components to under take the task of autonomously 
spraying insect killer within a crop field shows that it is 
possible and can be done via a simple and cost effective 
manner. Being a prototype, the robot has some 
components (namely servo motor and microcontroller) 
that are over designed for the simple task of action and 
taking self decision, resulting in the robot having 
surplus capacity. The use of this more sophisticated 
microcontroller enables greater cost efficiency when 
reproducing a commercial product, as a dedicated 
microcontroller with less capability and a correctly 
designed motor for the internal weight and performance 
requirements would be correspondingly cheaper. 
Conversely, as a result of this over design there is a lot 
of further work that can be done to improve this robot 
without increasing the price by the additional cost of a 
more sophisticated microcontroller. The over design 
can be justified because it can cope with multitasking 
additional attachments.  
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Abstract: Crop phenology prediction using thermal time (TT) concept has important applications in 
crop management and in crop simulation modeling. TT is calculated based on different time steps, 
varying from hourly to daily. In this study, a sensitivity analysis was performed over a wide range of 
daily temperatures and at temperature amplitudes (= Tmax – Tmin) of 0, 6, 12 and 18 oC to compare TT 
calculated using hourly, 3-hourly and daily time steps. Further, these time steps were compared in a 
simulation model of phonological development in chickpea (Cicer arietinum L.). The sensitivity test 
showed that absolute value of cumulative TT are different for daily and hourly time steps, but not 
between time steps of 1 and 3 hours. The difference was greater around cardinal temperatures and 
increased with increase in temperature amplitudes. Using hourly time step, higher absolute values of 
TT were obtained around the base and ceiling temperatures and the lower values around optimal 
temperature. However, when implemented in a simulation model of chickpea phenology, there was no 
difference between all the time steps. Therefore, it was concluded that there is no preferred time step, 
at least in chickpea, in calculation of TT and either hourly or daily time steps are adequate. 
 
Key words: Thermal time; Time step; Phenology; Model; Simulation 

 
INTRODUCTION 

 
 Thermal time (TT) concept has been widely 
used to quantify phenological development. TT is 
calculated based on cardinal temperatures and then is 
corrected for photoperiod if the crops or developmental 
stages are sensitive to photoperiod. Different time steps 
have been used by different researchers in calculating 
temperature and hence TT (Cesaraccio et al., 2001; 
Dwyer et al., 1999). Daily (DTT), 3-hourly (3HTT) and 
hourly (HTT) time steps are common in this regard.  

There is no report assessing the difference 
between these time steps. In one study, Purcell (2003) 
only compared absolute values of TT derived from 
daily and hourly temperatures. Therefore, this study 
was aimed to determine: (1) under what conditions the 
absolute values of DTT, 3HTT and HTT are different, 
and (2) what time step is more suitable to be used in 
chickpea phenology modeling.  
 

METHODS 
 

A sensitivity analysis was conducted based on 
3 temperature functions that describe response of 
development rate to temperature. These were (Fig. 1; 
Soltani et al., 2006ab):  
Segmented function:  
 

f(T) = (T - Tb) / (To - Tb)       if       Tb < T ≤ To 
f(T) = (Tc - T) / (Tc - To)       if       To < T < Tc 
f(T) = 0                               if       T ≤ Tb  or T ≥ Tc 

Beta function: 
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 if  T > Tb and T < Tc 
 
 f(T)= 0                  if                T ≤ Tb   or  T ≥ Tc 
 
Dent–like function: 
 

f(T) = (T - Tb) / (To1 - Tb)     if        Tb < T < To1 
f(T) = (Tc - T) / (Tc - To2)      if       To2 < T < Tc 
f(T) = 1                                   if       To1 < T < To2 
f(T) = 0                                   if       T ≤ Tb  or T ≥ Tc 

 
where f(T) is the temperature function that ranges 
between 0 and 1, T is the daily, 3-hourly or hourly 
temperature, Tb the base temperature, To the optimum 
temperature, To1 the lower optimum temperature (for 
dent-like function), To2 the upper optimum temperature 
(for dent-like function), Tc the ceiling temperature and 
α is the shape parameter for the beta function which 
determines the curvature of the function. 
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Fig. 1. Temperature response functions used to   calculate thermal time. Functions are segmented  
            (S), beta (B) and dent-like (D).  
 

Various series of daily values of minimum 
(Tmin) and maximum (Tmax) temperatures were 
generated to have different means (from 0 to 40 oC) and 
amplitudes (= Tmax – Tmin) (0, 6, 12 and 18 oC). The 
values of 3-hourly and hourly temperature data were 
then calculated according to Jones and Kiniry (1986) 
and Yin et al. (1997), respectively. For each series, 
daily values of TT were calculated as:  
 
DTTi = (To1– Tb). f(Ti)                                for        DTT    
DTTi = [Σ (To1– Tb). f(Tj)] / 8                   for        3HTT 
DTTi = [Σ (To1– Tb). f(Tj)] / 24                 for        HTT 
 
where DTTi is accumulated thermal time in day i, Ti is 
mean daily temperature in day i, Tj is temperature at 
every 3 (3HTT) or 1 (HTT) hour during the day i, f(Ti) 
is f(T) calculated using daily temperature and f(Tj) is 
f(T) calculated based on 3-hourly or hourly temperature. 
For segmented and beta functions To1 is equal to To.  

The values of 1 for Tb, 31 for To and 39 oC for 
Tc were used in segmented function. For beta function 
values of 0 for Tb, 26 for To, 39 oC for Tc and 1.8 for α 
were considered. For dent-like functions these were 0 
for Tb, 22 for To1, 33 for To2 and 39 oC for Tc. All the 
estimates are from Soltani et al. (2006ab).   
 
 
 
 
 
 
 
 
 
 
 
 

 In the second section of this study, we 
calculated DTT, 3HTT and HTT for sowing-
emergence, emergence-flowering and flowering-
maturity intervals, observed in the field under different 
sowing dates (7-9 sowings) and for four chickpea 
cultivars as reported by Soltani et al. (2006ab). And 
then the calculated values of TT were used to predict 
chickpea phenological development using independent 
data sets (Soltani et al, 2006ab). 
 
 

RESULTS AND DISCUSION 
 

The calculated TT versus mean temperature at 
various temperature amplitudes are indicated in Fig. 2 
for segmented function, Fig. 3 for Beta function and 
Fig. 4 for dent-like function. The greater temperature 
amplitude, the greater was the difference between time 
steps with respect to absolute value of TT. At constant 
temperature (temperature amplitude of 0 oC) there is no 
difference between time steps. Around the cardinal 
temperatures, the difference between time steps were 
greater compared to other mean temperatures. It was 
found that there is no difference between hourly and 3-
hourly time steps with respect to absolute value of TT. 
The value of TT was higher with hourly and 3-hourly 
time steps around the base and ceiling temperatures, but 
at optimum temperature the inverse was true.  
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Fig. 2. Calculated thermal time based on segmented  function versus mean temperature at temperature  
           amplitudes (= Tmax – Tmin) of 0, 6, 12 and  18oC. Time steps used are 1, 3 and 24 h (daily). 
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Fig. 3. Calculated thermal time based on beta function 
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versus mean temperature at temperature amplitudes (= 
Tmax – Tmin) of 0, 6, 12 and 18 oC. Time steps used 
are 1, 3 and 24 h (daily). 
 

Purcell (2003) compared TT derived from 
daily and hourly temperatures. He compared the daily 
and hourly calculations of TT for two sets of cardinal 
temperatures for representative warm-season crops. His 
simulations across 43 years of weather data 
(Fayetteville, AR, USA) comparing the time required to 
cumulate 200 oCd showed that nearly identical number 
of days was required for both DTT and HTT to reach to 

200 oCd. So, he concluded that for warm-season crops, 
there is no advantage in hourly calculations of TT over 
daily values. In fact, he compared absolute values of 
DTT and HTT and concluded that they are similar. 
However, as indicated in this study, DTT, 3HTT and 
HTT may be different with respect to absolute value 
and this does not show which one is better or more 
precise. The greater difference between daily maximum 
and minimum temperatures, the greater will be the 
difference between DTT, 3HTT and HTT. At 
Fayetteville, the difference between maximum and 
minimum temperature is 10 oC.  
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Fig. 4. Calculated thermal time based on dent-like   function versus mean temperature at temperature 
               amplitudes (= Tmax – Tmin) of 0, 6, 12 and 18 oC. Time steps used are 1, 3 and 24 h (daily). 
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 Fig. 5 compares simulated versus measured days to 
flowering (R1) and to maturity (R7) in chickpea. In 
these simulations, desired values of TT based on daily, 
3-hourly and hourly time steps were implemented in the 
simulation model. Actually, there is no clear difference 

between time steps. Therefore, it can be concluded that 
there is no preferred time step, at least in chickpea, in 
calculation of TT and either hourly or daily time steps 
are adequate. 
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Fig. 5. Predicted versus observed days to flowering (R1; squares) and maturity (R7; triangles) on   independent data 
                set using time steps (t) of 1, 3 and 24 h. 
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Abstract: This paper is to investigate nitrogen (N) and phosphorus (P) flows through rice paddy in 
Bang Pakong basin (including Nakhonnayok, Chachoengsao, and partly of Chonburi province) by 
using Material Flow Analysis (MFA) based on the mass balance approach. Reliable data sources have 
been gathered and used to support this study. The models of N and P representing flows and stocks 
through rice paddy in the basin are presented here. The results show that the N and P flows can be 
found in air, water and goods, such as fertilizers, irrigated water, rain, rice yields, and drainage/runoff. 
The key inflows of N and P as in fertilizers are initially estimated at 28,000 tones/year and 9,000 
tones/year respectively. The key outflows of N as in emissions (volatilization and burning) and 
drainage/runoff are 22,000 tones/year and 10,000 tones/year respectively, while the key outflow of P 
in drainage/runoff is about 1,200 tones/year. This study indicates that rice paddy, one of the main 
agricultural activities of the basin, can significantly contribute to the high N and P loads, subsequently 
cause the water pollution problems to streams and the Bang Pakong River of the basin. 
 
Keywords: Material Flow Analysis, Nitrogen, Phosphorus, Bang Pakong basin 

 
INTRODUCTION 

 
World demand of rice production for trade and 

consumption has increased. Thailand is one of 
important rice-growing countries, approximately 10 
million ha of the total area[1]. Applying nutrients, 
especially nitrogen (N) and phosphorus (P) fertilizers, 
is an essential part of rice growing. It can increase the 
rice yield markedly, however, the overuse of these 
nutrients has become an environmental pressure in 
water bodies including eutrophication, oxygen 
depletion and decline in wildlife habitat. Such 
problems have already occurred in waterways in 
Thailand, like Thachin, and Bang Pakong River[2,3,4]. 
Excess nitrogen and phosphorus are transported and 
transformed to the waterways, leading to the water 
quality problems by leaching and runoff processes, 
mostly as nitrate (NO3) and particulate P form[5,6]. In 
order to determine how to best prevent such problems, 
all inputs that contribute to the total nitrogen and 
phosphorus loading must be identified. 

Material Flow Analysis (MFA), a tool of 
environmental management analysis, has been 
developed to investigate the efficiency of material (e.g. 
paper, plastic), substance (Pb, Cd, Zn, N, P), and 
energy use[7,8]. The approach is often used in country, 
regional, and basin scale to understand a holistic 
structure of related pollutant sources and pathways. It 
has been applied in many studies for pollution 

management, for example, to track the flows and 
stocks of phosphorus in Sydney[9], to evaluate measure 
to reduce the cadmium flows in Australia[10,11], and to 
develop a systematic methodology for mass integration 
in drainage systems and watersheds for ammonium 
management case[12,13]. In Thailand MFA has been 
recently applied to study domestic solid waste and 
wastewater management[14], to analyze heavy metal in 
canals of Ratchaburi and Samut Songkhram 
province[15]. Another significant application for 
assessing river water pollution and mitigation 
potentials for N and P in Thailand, Schaffner[16], Hans-
Peter Bader and Ruth Scheidegger from Swiss Federal 
Institute of Aquatic Science and Technology firstly 
developed the model of N and P flows for the Thachin 
River basin. 

This study has been applied from the Monika 
Schaffner’s thesis[16], and focused on the nutrients 
nitrogen (N) and phosphorus (P) only in rice paddy in 
Bang Pakong basin, Thailand. The study area is 
located in eastern Thailand covering Nakhonnayok, 
Chachoengsao and partly Chonburi province, with the 
area of 1,030,000 ha. The land use in the basin consists 
of agriculture, aquaculture, livestock, community, and 
industry. Rice paddy is one of significant agricultural 
areas, about 320,000 ha and 3,700 kg/ha of the annual 
yield[1]. The quantity of fertilizer is applied about 280 
kg/ha. 
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This paper aims at investigating nutrients nitrogen 
(N) and phosphorus (P) flows through rice paddy in 
Bang Pakong basin by using Material Flow Analysis 
(MFA) based on the mass balance approach. 

 
 

METHOD AND DATA ACQUISITION 
 

The method applied is Material Flow Analysis 
(MFA) as described above in the introduction section. 
It is based on the mass balance concept which is 
described as the conservation of mass to the analysis of 
physical flows, and is applied to a specific area over a 
time interval. The concept is used to calculate the N 
and P flow in this study.  Each flow is expressed as a 
unit of tones/year. The studied procedure consists of 
two main parts, namely system analysis and data 
collection[10]. After selecting a concerned substance, 
reference year, and the studied area, in the first part 
system analysis is to identify goods and processes 
related to the N and P in the rice paddy. The collection 
of data is then the next important step of this study, 
particularly statistical data and the N and P content. 
The reliable data is required and gathered from several 
sources as follows: 

• Department of Agricultural Extension (DOAE) 
• Thesis and journal articles 
• Government reports 
• Interview with experts and farmers 

All statistical data is based on the year of 2005. 
 

DESCRIPTION OF BANG PAKONG BASIN 

In Figure 1, Bang Pakong basin as described in the 
introduction comprises three provinces, namely 
Nakhonnayok, Chachoengsao, and Chonburi. The 
topography of the basin is highland in the upper part, 
but flat to slightly sloping in the middle and the lower 
part. The basin can be classified into five sub-basins as 
follows: Bang Pakong (main river), Bang Pakong 
plain, Nakhonnayok, Klong Tha Lad, and Klong 
Luang. The main river of the basin is the Bang Pakong 
River that is originated from the combination of 
Prachinburi River and Nakhonnayok River, running 
about 122 kilometers into the Gulf of Thailand. Mean 
annual rainfall is about 1,400 mm/year. The main crop 
is rice, accounting for 30% (320,000 ha) of the total 
basin area. Table 1 shows the total area, planting area, 
yield, and fertilizers applied in each province. There 
are two cultivation systems of rice, namely irrigated 
and rainfed paddy field. In the tropical zone, like 
Thailand where rainfall is high, the irrigated crop is 
dominant, has higher productivity than the rainfed 
crop. Both systems require a lot of water from rain, 
river and canals, and nutrients from applying 
fertilizers. 
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Fig. 1: A schematic of the Bang Pakong basin 
 
 
 
Table 1: Rice paddy in Bang Pakong basin[1] 

Province Total area 
(ha) 

Planting 
area  
(ha) 

Rice yield  
(kg/ha) 

Applied fertilizers (kg/ha) 

NY 212,220 100,692 3,259 253 
CCS 535,100 202,446 4,075 309 
CB 282,851 17,147 1,732 142 
Total BPK  1,030,151 320,285 3,693 282 

Note : NY   = Nakhonnayok province 
     CCS  = Chachoengsao province 
     CB    = Chonburi province 
     BPK  = Bang Pakong basin 
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RESULTS 

 
The models of mass, N and P representing flows 

and stocks through rice paddy in the basin are 
presented in Fig. 2A for mass flow, Fig. 2B for N flow, 
and Fig.2C for P flow. It consists of  fourinputs: (1) 
fertilizer, (2) irrigation, (3) fixation (see Fig. 2B), and 
(4) rain/deposition; and four outputs: (1) 
evapotranspiration (EVTP) (see Fig.2A), (2) emission 
(see Fig. 2B), (3) yield, and (4) drainage/runoff. 

The results show that the N and P flows can be 
found in air, water and goods, such as fertilizers, 
irrigated water from the river and canals, rain, rice 
yields, and drainage/runoff. The key inflows of N and 
P as in fertilizers are initially estimated at 28,000 
tones/year and 9,000 tones/year respectively. It can be 
seen that although high level of mass inflows are 
rain/deposition and irrigation (Fig. 2A), the high N and 
P inflow come from fertilizer (Fig. 2B and 2C). This is 
due to the presence of high concentration of N and P in 
fertilizers (urea and mono-ammonium phosphate) 
applied in the paddy field. The content of N in urea 
(CO(NH2)2) and mono-ammonium phosphate 
(NH4H2PO4) is about 46 and 16 g/ 100 g of fertilizer 
respectively, and about 20 g P/ 100 g of fertilizer found 
in mono-ammonium phosphate[17]. 

In concerning about the environmental problems, 
especially water quality in the river and canals, the key 
outflows of N in emissions (volatilization and burning) 
and drainage/runoff are 22,000 tones/year and 10,000 
tones/year respectively, while the key outflow of P in 
drainage/runoff is about 1,200 tones/year. 

 
 

Fig. 2: Mass, nitrogen, and phosphorus flow for rice 
paddy in Bang Pakong basin. 
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CONCLUSION 
To conclude, this study indicates that rice paddy, 

one of the main agricultural activities of the basin, can 
significantly contribute to the high nitrogen and 
phosphorus loads, subsequently cause the water 
pollution problems to streams and the Bang Pakong 
River of the basin. There are not only rice-growing 
activities in the basin, but also livestock, aquaculture, 
community, and industry located in the basin. 
Therefore, the Material Flow Analysis (MFA) of 
nitrogen and phosphorus for all these activities has to 
be conducted. Both point and non-point sources will 
then be taken into account. Ultimately, measures and 
options to reduce the nitrogen and phosphorus 
pollution in the river and canals can be discussed and 
managed properly. 
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SCS-CN model : tool of head watershed management in Thailand. 
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. 
Abstract: Up till now, the continuous deforestation of Thailand in the past has introduced soil 
erosion, flash flood and drought to the people.  They are more severity by the incident rainfall due to 
climate change.  Watershed Research Section, Department of National Park, Wild Life and Plant 
Conservation has tried to safe the people from flooding and introduce them to have better living in the 
future.  The API flood warning model has been developed to safe the people from flooding.  The 
Biodiversity value model and Land use simulation model has been developed to change the attitude of 
people and help the government to protect the existing forest.  Lastly, the Sustainable watershed model 
has been developed to monitor the sustenance of watershed after allocating the various land uses over 
any area of head watershed by head watershed community and lower reach community.  Because of 
lacking the data in Thailand, SCS-CN method was selected to be a tool for developing these models 
 
Keywords: SCS-CN Model, Head Watershed, in Thailand 

 
INTRODUCTION 

 
 Although the cabinet defined the head watershed 
area of Thailand which is about 24.18 percent of total 
area as forest protection area, the forest area has been 
continuously destroyed.  According to statistic 
estimation, the forest area in 2008 is about 23.08 
percent of country area (Witthawatchutikul, 2008).  The 
forest encroachment on head watershed area induces 
soil erosion and increases in peak flood discharge.   
 
 There is now firm evidence that climate change is 
likely to affect rainfall, altering the incidence and 
severity of landslide, flood and drought.  Such changes 
may have significant impacts on agriculture, water 
resources, infrastructure and the environment both on 
head watershed and lower reach. (Harrold and Jones, 
2003) 
 
 In order to save the people from these disasters 
including induce the better of life quality in the future, 
Watershed Research Section, Department of National 
Park, Wild Life and Plant Conservation has tried to 
study and develop the tools for suitable operations.  
Finally, SCS-CN method was applied to be the models 
for solving these problems.  This paper would like to 
propose the new strategies of head watershed 

management and apply the SCS-CN method to be the 
models for management. 
 
 

CONCEPT OF WATERSHED MANAGEMENT 
Before 1975, the operation of watershed 

management in Thailand was the forest plantation 
instead of shifting cultivation.  During 1975-2000, the 
operation emphasized the participation of local people 
to protect the existing forest and developed the 
deteriorated lands.   

 
After that time, however, the climate change 

increased in flood and landslide in rainy season due to 
heavy rain over head watershed area.  Thai government 
tried to solve these problems by changing the target of 
watershed management to be safe the people from 
landslide and flash flood including introduce the better 
of life quality in the future with sustainable land use. 

 
Watershed research section, Watershed 

management division, Department of National park, 
wild life and plant conservation has tried to develop the 
tool for defining the system approach of head watershed 
management operations and evaluation the successful 
of these operations. 
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According to safe the people from landslide and 
flooding, the API flood warning model must be 
developed.  In order to change the attitude of people 
and help the government to protect the existing forest, 
and determine the sustained land use, the Biodiversity 
value model of watershed ecosystem and Land use 
simulation model must be developed.  And the 
Sustainable watershed model must be developed for 
testing the sustenance of watershed after the allocation 
of the land use patterns over any area of head watershed 
by head watershed community and lower reach 
community, as well.  Finally, the working plan is 
presented as flow chart as shown in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Strategies and working plan of watershed 
management. 

 
SCS-CN METHOD 
 
 Mishra and Singh (2003) indicated that the SCS-
CN method is simple, easy to understand and apply, 
stable, and useful for ungauged watersheds.  The 
primary reason for its wide applicability and 
acceptability lies in fact that it accounts for most runoff 
producing characteristics : soil type, land use/treatment 
, surface condition , and antecedent moisture condition. 

 
The SCS-CN method is based on the water balance 

equation and two fundamental hypotheses.  The first 
hypothesis equates the ratio of the actual amount of 
direst runoff (Q) to the total rainfall (P) (or maximum 
potential surface runoff) to the ratio of the amount of 
actual infiltration (F) to amount of the potential 
maximum retention (S).  The second hypothesis relates 
the initial abstraction (Ia) to the potential maximum 
retention.  Thus the SCS-CN method consists of 

(a) water balance equation: 
 

QFIaP ++=   …(1) 
 

(b) proportional equality hypothesis : 
 

S
F

IaP
Q

=
− )(

  …(2) 

 
and (c)  SIa −   hypothesis :  
 

     SIa λ=    …(3) 
 
 

 The fundamental hypothesis (equation (2)) is 
primarily a proportionality concept, as shown in Figure 

2. Apparently, as SFIaPQ →−→ ),( .  This 
proportionality enables partitioning (or dividing) 

)( IaP − into two surface water (Q) and subsurface 
water (F) for a given watershed characteristics or S.   

 
 Parameter S of SCS-CN method depends on the 
soil type, land use, hydrologic condition and antecedent 
moisture content (AMC).  The initial abstraction (Ia) 
accounts for short term losses, such as interception, 
surface storage and infiltration.  Parameter λ  is 
frequently viewed as a regional parameter dependent on 
geologic and climatic factor.  The existing SCS-CN 
method assumes λ  to be equal to 0.2 for practical 
application.   
 
 
 
 
 
 
 
 
 
 

Figure 2. Proportionality concept. 
 
 
 According to the SCS-CN method, the extent of 
runoff contribution of a storage element depends on its 
capacity or, alternatively, the magnitude of S and, 
therefore, the whole watershed should be contribute to 
runoff, if S is taken to be the definite quantity.  S is that 
constant and is the maximum difference of (P-Q) the 
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can occur for the given storm and watershed conditions.  
S is limited by either the rate of infiltration at the soil 
surface or the amount of water storage available in the 
soil profile, whichever gives the smaller S value.  Since 
infiltration rates at the soil surface are strongly affected 
by the rainfall impact, they are strongly affected by the 
rainfall intensity.  

 
Since parameter S can vary in the range of  

0 ≤ S ≤ ∞, it is mapped into a dimensionless curve 
number (CN) varying in a range 0 ≤ CN ≤ 100.  Using 
more than 3,000 soil typed divided into four hydrologic 
soil groups the SCS developed runoff curve number 
(CN) to estimate S in equation (4). 

 

 254400,25
−=

CN
S   …(4) 

 
Wanielista et al. (1997) 

 
 

API FLOOD WARNING MODEL 
 
 Concept of model 
 
 The factors affecting flood compose of rainfall and 
watershed runoff producing characteristics such as 
topography, soil infiltration and vegetative cover.  
Therefore, the flood warning system was developed by 
using the peak flow model of Cook’s method, SCS-CN 
method and the equation of antecedent precipitation 
index or API (Schawab et al.,1971; Mishra and Singh, 
2003 and Linsley et al, 1982). 
 
 Model operation 
 
 There are four steps in the process of model.  
Firstly, the score of topography, soil infiltration and 
vegetative cover are input.  Total score is changed to be 
initial API with the last annual rainfall.  Secondly, the 
recession factor of daily API, (k) was determined by the 
data of daily water level of the stream due to single 
heavy rain. Thirdly, the initial API is taken to determine 
daily API, (API(t)) by k and daily rainfall as shown in 
equation (5)and Figure 3. 
 

4. Daily API Accepted
rainfall

Date Rainfall(mm) API k critical level (mm)
1 April 20.. 0 53 0.41689 Risky 32.9048
2 April 20.. 0 22.0952 0.75263 Normal 38.3704
3 April 20.. 5.6 22.2296 0.74956 Normal 38.3376
4 April 20.. 0 16.6624 0.91062 Normal 39.8269
5 April 20.. 0 15.1731 0.97005 Normal 40.2814
6 April 20.. 0 14.7186 0.99017 Normal 40.4261
7 April 20.. 0 14.5739 0.9968 Normal 40.4728
8 April 20.. 0 14.5272 0.99896 Normal 40.4879
9 April 20.. 0 14.5121 0.99966 Normal 40.4928  

Figure 3. Output of flood warning model. 
 

 
API(t)  =  [API(t-1) * k(t-1) ] + R(t) …(5) 

 
 
where API(t) is the antecedent precipitation index 

(API) of that day (dimensionless), 
 API(t-1) is the antecedent precipitation index 

(API) of the day before 
(dimensionless), 

 k(t-1) is the recession factor at the API(t-1) 
value (dimensionless), 

 R(t) is the rainfall occur on the considered 
day (mm). 

 
 
 Lastly, the API value must be taken to determine 
the critical level of flood warning by observing the 
sediment in the stream water and runoff characteristics. 
 
 
BIODIVERSITY VALUE MODEL 
 
 Concept of model 
 
 Biodiversity value of forested watershed ecosystem 
is defined as the economic value of impacts due to 
deforestation.  These impacts are separated into 
structural impacts like as soil, water and nutrient losses 
by soil erosion and functional impacts such as 
increasing in runoff and air temperature. 
 
 There are three steps for model development.  
Firstly, biodiversity model was developed.  At this step, 
SCS-CN method was applied to define the score and 
level of biodiversity.  The crown cover percentage and 
canopy strata were defined as the structural variables.  
As well as the basal area percentage and soil depth were  
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defined as functional variables.  Finally, the 
mathematical model for estimation the biodiversity 
score from these variables were determined. 
 
 Secondly, five forested watershed ecosystems were 
selected to study the impacts of deforestation at Doi 
Chiang Dao, Chiang Mai province.  Climatic stations, 
erosion plots and weirs were installed to compare soil 
erosion, air temperature and runoff characteristics 
between forested watershed and denuded watershed.  
According to the study on impact of runoff 
characteristics, SCS-CN method was applied to develop 
runoff simulation model. 
 
 Thirdly, the cost replacement method was taken as 
a tool to estimate the value of impacts in terms of 
monetary unit.   
 
 Model operation 
 There are three steps of the model operation.  
Firstly, the crown cover percentage, canopy strata, basal 
area percentage and soil depth are input.  The model 
will calculate the biodiversity score by equation as 
fallow, 
 
BDV =  0.45*(10.46 + (0.11*CC*CS))0.62 * (25.16 + 

(45.26*BA*SD)0.59    …(6) 
 
where BDV is biodiversity score (dimensionless), 
 CC is crown cover percentage (%), 
 CS is canopy strata, 
 BA is percent of basal area per unit area 

(%), 
 SD is soil depth (m). 
 

Secondly, the biodiversity score is taken to 
calculate the impacts of deforestation such as soil, 
water and nutrient losses due to soil erosion, the 
changing in runoff characteristics and temperature 
increasing.  Finally, the cost replacement method is 
used to be as tool for estimation the values of head 
watershed ecosystem as shown in Figure 4. as follow; 

 
No. of impact Cost per unit Cost (bath/rai/yr)

Soil loss (kg/rai/yr) 598.97 1800 1800.00
Nitrogen loss (kg/rai/yr) 835.45 0.035 29240.87
Phosphorus (gm/rai/yr) 397.13 0.093 36.93
Potassium (gm/rai/yr) 1.52 0.88 1.34
Water loss (mm/yr) 261.20 1800 39180.50
Temperature increase (celsius) 2.22 2.5 55547.46
Total value (bath/rai/yr) 125807.09

Impacts

 

Figure 4. Output of Biodiversity value of head 
watershed ecosystem. 

(CN) is changed to be initial API (initial CN) with 
the last annual rainfall.  The infiltration data of forest 
area and considered agriculture land must be also input.  
These LAND USE SIMULATION MODEL 
 
 Concept of the model 
 
 Functional impact in term of variation of runoff 
characteristics due to the changing the forest area to be 
an agriculture land was taken to be a concept of this 
model.  Therefore, SCS-CN method was applied for 
model development (Mishra and Singh (2003). 
 
 Model operation 
 
 As well as the API flood warning model, the score 
of topography, soil infiltration and vegetative cover are 
input.  Total score data shall determine monthly API 
(monthly CN) of these area.  Daily API of these two 
area are calculated by effective monthly API and daily 
effective rainfall as in equation (7).  Then, daily runoff 
of forest area and agriculture land are estimated by the 
equation (8); 
 
 

API(t)  =  (a(m) * API(m)) + (b(m) * R(t)) …(7) 
 

 
where API(t) is API of considered day 

(dimensionless), 
 API(m) is API of considered month 

(dimensionless), 
 a(m) is the correction factor of API for 

considered month, 
 R(t)) is daily rainfall of considered day 

(mm), 
 b(m) is the correction factor of effective 

rainfall of considered month. 
 
 

Q(t)  =  (0.12 * R(t)) + (0.06 * API(t)) – 0.93 …(8) 
 
 
Where Q(t)  is daily runoff of considered day (mm). 
 Finally, daily runoff of these area are compared 
with graph as shown in Figure 5. as follow; 
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Figure 5. Output of land use simulation model. 
 
 
 
SUSTAINABLE WATERSHED MODEL 
 
 Concept of model 
 
  The  Critical   Watershed Model  of 
Witthawatchutikul (1997), Biodiversity model and 
SCS-CN method were applied for this model.  The 
annual low flow per unit area and sediment yield per 
unit area were selected to be indicators of the model.  
These estimated data must be compared with the 
representative data of the region of Thailand in order to 
determine the level of sustainable watershed. 
 
 Model operation 
 
 There are four steps of model operation.  Firstly, 
the biodiversity score of the existing forest is 
determined.  Secondly, the score of forest area over 
head watershed and the score of main type of 
agriculture land are included to define the score of 
vegetative cover.  Thirdly, the score of topography, and 
the score of soil infiltration including annual rainfall 
data are added to estimate the low flow per unit area 
and sediment yield per unit area by the equations as 
follow; 
 

Ql/A = (8.51*10*Ra)-(0.00013*CNto)+ 
(0.00136*CNso) (0.01058*CNve)-
0.02924 …(9) 

 
 Sd/A = 27.68 + (0.018*Ra)+(0.71*CNto)-

(0.53*CNso)-(5.32*CNve) …(10) 
 
 
where Ql/A is low flow per unit area  

(MCM/sq km), 

 Sd/A is sediment yield per unit area  
(ton/sq km), 

 Ra is annual rainfall (mm), 
 CNto is score of topographic factor 

(dimensionless), 
 CNso is score of soil infiltration factor 

(dimensionless), 
 CNve is score of vegetative cover 

(dimensionless). 
 
 These estimated data are taken to compare with the 
representative data of the region for defining the level 
of sustenance.  Lastly, the least sustenance of two 
indicators is compared to select the level of sustainable 
watershed as shown in Figure 6. 
 

Ql/A
0.03831

4
sustenance

Sd/A
60.395

3
warning

Head watershed area
3

warning

Low flow amount per unit area (MCM/sq km)
Sustained score of low flow per unit area
Sustained level of low flow per unit area

Sediment yield per unit area (tons/sq km)
Sustained score of sediment yield per unit area
Sustained level of sediment yield per unit area

Sustained score of head watershed
Sustained level of head watershed  

Figure 6. Output of sustained watershed model. 
 

 
CONCLUSION 
 
 In order to safe the people from flooding, the API 
flood warning model has been developed.  At the same 
time, the Biodiversity value model and Land use 
simulation model has been developed to be the tool for 
changing the attitude of people and help the 
government to protect the existing forest and allocate 
the various land uses over any area of head watershed.  
Lastly, the sustenance of watershed will be tested by the 
Sustainable watershed model.  According to succeed 
these proposes, however, the local people including the 
people at lower reach must be participant the model 
operations. 
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Abstract: Rainfed lowland rice production in lower northeast Thailand is a complex and adaptive 
farming activity. Complexity arises from interconnections between multiple and intertwined 
processes, particularly agronomic practices and labor migration. Having faced a heterogeneous and 
very variable environment for centuries, local rice farmers are very adaptive and used to adjust their 
behavior in unpredictable farming conditions. Based on the principles of the Companion Modelling 
(ComMod) approach, indigenous and academic knowledge was integrated in an Agent-Based Model 
(ABM) to build a shared representation of this complex and adaptive system. The ABM was co-
designed over a 3 years long process with a group of different types of rice growers from Ban Mak 
Mai village in southern Ubon Ratchathani province. This participatory modeling process also aimed at 
stimulating participants’ thinking and co-learning through the collective exploration of simulated 
scenarios with varying levels of water and labor availability, with the ultimate goal of further 
strengthening their adaptive management ability.  
The ABM consists of three interacting modules in a virtual rainfed lowland rice environment: Water 
(hydro-climatic processes), Rice, and Household. “Household” is a rule-based agent making daily 
decisions based on its available means of production depending on the stage of the rice crop, and 
water and labor availability. Key decisions made are related to: i) rice nursery establishment, ii) rice 
transplanting, iii) rice harvesting, and iv) migration of household members. The spatially-explicit 
model interface represents an archetypical toposequence made of upper to lower paddies in a mini-
catchment farmed by 4 different households and includes also water bodies and human settlements. 
According to participating farmers, after many iterations between the lab. and the field, this ABM 
adequately represents their rice farming and labor migration management practices. Using the model 
to raise farmers’ awareness of the system emergent properties as a consequence of interactions 
between rice farming and labor migration is also discussed. 
 
Keywords: Agent-based modeling and simulation, Companion Modelling, rainfed rice farming, labor 
migration, northeast Thailand. 

 
INTRODUCTION 

 

85% of the 5.2 million ha of rice areas in 
Northeast Thailand are farmed under rainfed conditions 
with a single crop per year and low productivity of 
paddy rice averaging 1.8 t ha-1. This is mainly the result 
of low water-holding and infertile coarse-textured soils 
and erratic rainfall distribution[15, 29]. Notwithstanding, 
25% of the households living in this most populated 
region of the kingdom are still engaged in rice 
production[25]. But cash incomes generated from rice 
production are inadequate to meet their basic needs, 
leading to a relatively high rate of poverty in this 
region. Therefore, to improve their livelihoods, these 

resource-poor rice farmers have been involved in labor 
migration for a long time to access off-farm jobs in 
urban areas, causing labor scarcity at household and 
community level. More than a third of all interregional 
migrations still originates from this region[28]. 
Successive state policies have been implemented to 
upgrade farmers’ livelihoods by mitigating agro-
ecological constraints, but met with limited success. 
Today, in particular, a new water improvement scheme 
proposes to invest 15 billion US dollar in the 
construction of a future ambitious “hydro-shield tunnel” 
to divert water from the Mekong River to supply 19 
provinces in the Northeastern region. As in the past, the 
success of water improvement schemes could be 
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limited if they are not based on an in-depth 
understanding of the interactions between water use, 
farmers’ rice production practices, and labor migration.  

Rainfed lowland rice (RLR) farming in lower 
northeast Thailand is a very complex and adaptive 
system (CAS). Complexity arises from the 
interconnections between multiple and intertwined 
processes, particularly rice production practices and 
labor migration. Having faced a heterogeneous and very 
variable environment for centuries, local rice farmers 
are very adaptive and used to adjust their behavior in 
unpredictable farming conditions. Agent-Based 
Modeling and simulation is more and more widely used 
to represent, track, and analyze the dynamics of such 
CAS. Agent-Based Models (ABM) explicitly represent 
human decision-making processes[14] by means of 
agents set as autonomous computer entities interacting 
directly among themselves and with their common 
environment, in order to achieve their goals [12, 30]. An 
agent has some specified knowledge about the system 
in which it is situated and operates (but it is not 
omniscient). By nature, an ABM provides a 
representation of a real system that is less abstract than 
a mathematical model. Therefore, it is a promising tool 
to promote discussion and further exploration among 
researchers and model developers, but also subject 
matter specialists, policy-makers as well as local 
stakeholders [24]. The Companion Modelling (ComMod) 
approach has been designed for such a purpose: it is an 
iterative, continuous, evolving approach to facilitate 
dialogue, shared learning and collective decision-
making through interdisciplinary and research in action 
processes to strengthen the adaptive management 
capacity of stakeholders facing a common resource 
management problem [5]. 
 Past studies have examined labor migration as 
a result of economic drivers, such as push and pull 
factors in the neoclassical economic theory [7, 8, 19, 26], 
often at macro level. Some studies [10, 13] focused on the 
migration decision-making process as a result of the 
interaction between individual or micro-factors (often 
referring to demographic and social characteristics) or 
macro factors ranging from household to community 
levels (often referred to economic-related factors). But 
few studies have examined the relationship between 
renewable natural resource use and labor migration [27, 

28]. And fewer of them used ABMS to assess changes in 
technologies and land use in relation to labor migration 
[17, 18]. Recent studies of RLR systems and RLR crop 
modeling carried out in this region took rainfall 
variability and the risk of drought into account. But 
none of them integrated the key interaction between 

rainfall distribution and farmers' decisions regarding 
RLR crop management [3, 4].  
 Therefore, the purpose of this research is to 
build a shared representation of the interactions 
between RLR farming, water availability, and labor 
migration by integrating indigenous and academic 
knowledge through a process of collaborative 
construction of an ABM with local RLR growers. We 
also aim at stimulating the participants’ thinking and 
co-learning through the collective exploration of 
simulated scenarios displaying varying water and labor 
availability, with the ultimate goal of further 
strengthening their adaptive management ability 
throughout this very interactive participatory modeling 
and simulation process. 

First, the structure of the ABM and the main 
processes represented in it are described. Then, the 
simulated scenarios identified by the participating local 
farmers are introduced and the salient points of the 
simulation results discussed with the researchers are 
presented. Finally, the effects of such collaborative 
modeling activity on farmers’ awareness of the system 
emergent properties resulting from the simulated 
interactions between RLR farming and labor migration 
are discussed. 
 

THE BanMakMai AGENT-BASED MODEL 
 

The development of the ABM involved a 
heterogeneous group of RLR farmers from the Ban 
Mak Mai village since the beginning of the design 
process, hence its name: the BMM agent-based model.   
 

A model designed with farmers  
In agreement with the ComMod approach, our 

objective in designing and using an ABM with farmers 
was to support a co-learning process on the complex 
situation to be examined to improve farmers’ and 
scientists’ knowledge on its functioning by elucidating, 
and sharing diverse perceptions. Thus, the RLR 
growers’ involvement to explain their decision-making 
processes regarding farm management was needed to 
allow such exchanges and the integration of indigenous 
and academic knowledge.  

The study area is located in the Lam Dome Yai 
watershed, south of Ubon Ratchathani province. It is 
covering 1,680 km2 in Det Udom and the northern part 
of Na Chaluay districts where 80% of the land is 
planted to RLR[21]. Within that area, the Ban Mak Mai 
village was selected, as it typically represents the 
regional RLR-based farming system. 
 Within this village, 11 farming households 
ranging from small farms (average size of 3.2 ha), to 
larger holdings (average size of 7.2 ha), were recruited 
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to take into account the diversity of farming conditions 
among households having different amounts of 
productive assets, socio-economic strategies regarding 
RLR production and labor employment. Husband and 
wife of each selected household were invited to 
participate in each of the successive modeling field 
workshops held in this village. 
 
A 3 years long iterative collaborative modeling 
process 

In this experiment, 6 successive participatory 
workshops were held in the village to co-design the 
ABM with the different types of rice growers. In the 
early stages of the process, participants were requested 
to make decisions under circumstances very similar to 
their actual ones (farm size, pond size, location of farm, 
family labor and members, etc.) and the participants 
played their own roles in role-playing games (RPGs) 
[22]. During the first 3 workshops, this particular type of 
participatory simulations was used to facilitate 
interactive knowledge sharing between participating 
farmers and researchers, and to acquire new 
information emerging from players’ interactions when 
facing different situations regarding water availability. 
On the way from the RPG to the ABM, a couple of 
additional participatory workshops using prototype 
versions of the ABM derived from the previous RPGs 
were organized to agree on the formalization of the 
main decision-making processes regulating the 
relationships between water dynamics and farm 

management including labor migration (Figure 1). 
 

Model description 
 The BMM model is a spatially-explicit agent-
based model made of three interacting modules i.e. a 
water module (to account for hydro-climatic processes), 
a RLR module, and a household module (Figure 2). The 
BMM model is run with a daily time step. The initial 
date is set on 1st of April, at the end of the dry season. 
In every step, each simulated household has to make 
rice production and/or labor management decisions. 
The BMM model is designed to allow up to 10 years 
long simulations. 
 
Spatial settings 
 The BMM model spatial configuration is 
based on field, farm, and community levels 
representing three land use types: upper to lower paddy 
fields, water bodies such as farm ponds and stream, and 
human settlements such as houses, village, and city 
(Figure 3). The smallest spatial unit, or cell, is equal to 
0.04 ha (1 ngan, a Thai area unit). Elevation ranges 
from 97 to 133 meters to represent a regular slope from 
lower (close to the stream) to upper paddies (close to 
roads). The properties of the sandy Korat soil series 
found in this area are applied to each cell [2]. A paddy 
field is an aggregation of cells, and a farm is an 
aggregation of paddy fields. To represent the 
heterogeneity of farm size and water availability, two 
 small farms (3.3 ha) and two large farms (6.5 ha) with 

Figure 1. ComMod process conducted with 22 rice farmers in Ban Mak Mai village, Det Udom district, Ubon Ratchathani province showing  
                objectives and tools used of 6 participatory workshops. 
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different farm pond size were implemented.   
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Figure 2. The BMM conceptual model in a UML class diagram representing key entities and their relationships. 
 
 

 
 
Figure 3.  Spatial configuration of the BMM model representing two small farms (I and II) and two large farms 
                (III and IV) during rice transplanting. 
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Water module 
 Water is entering the system via the input of 
daily rainfall data. A predefined set of daily 
precipitations over 10 years (duration of a simulation 
run) obtained from the Ubon Ratchathani regional 
meteorological center is used in the simulation runs. 
Two types of hydrological tanks are defined: a ponding 
tank for each paddy field, while a single water storage 
tank is associated to each farm pond. In addition to the 
direct input of rainfall in each tank, overflowing tanks 
are filling lower neighboring paddies through runoff. 
Finally, a constant (10 mm) quantity of water is 
deducted each day from each ponding tank to account 
for the overall functioning of the soil-plant system.   
 
Rice module 
 This module provides information to 
Households about the RLR growth stage at any given 
time. Two, early and late maturing, photo-sensitive rice 
varieties are used in the BMM model as these two types 
of cultivars are combined on the local farms. They have 
different parameters affecting the decision to harvest: 
the early maturing rice variety is ready for harvest on 
November 10, while the late maturing one is ripe on 
November 21. Information from this module prompts 
Households to act accordingly. However, climatic 
conditions (dry spells early in the season, or rainy days 
during harvest affecting paddy quality) also determine 
whether such actions are possible or not. 
 
Household module 
 This module integrates three aggregated social 
levels: individual, household, and village. Each 
individual household member is holding one out of 
three possible roles i.e. Farmer, Migrant, or Dependent 
depending on his/her activity at a given time (Figure 2). 
The location of an individual member on the spatial 
grid indicates his/her role (Figure 3): Migrants are in 
the city; Farming members are located in paddy fields 
(when growing RLR) or in the village (when waiting 
for employment on other farms). The four households 
represented were created with different size, assets and 
number of workers. Smallholdings I and II have six 
members with household I having three laborers and 
three dependents while household II has four laborers 
and two dependents. Larger farming units III and IV 
have two laborers and one dependent, and three 
laborers and four dependents respectively (Figure 3).  
 
Sequence of farming activities throughout a crop year 
 The Household agent controls the activation of 
a sequence of farming activities, updated on a daily 
basis, as the result of the interactions between the 

availability of water and the successive RLR growth 
stages. The key successive farming activities are as 
follows: establishment of RLR nurseries and production 
of seedlings, transplanting, and harvesting. After RLR 
harvest, each household computes the results of the rice 
season and decisions about labor migration are 
individually considered by each member. 
 
Nursery establishment and production of seedlings  
Following the 2nd week of May and the Royal Plowing 
Ceremony in Bangkok, Households consider the 
possibility to establish rice nurseries. Without a pond or 
without sufficient water volume in the pond (less than 
10% of pond capacity), the decision to establish a 
nursery relies only on rainfall (see corresponding 
threshold in table 1). Once the nursery is established, a 
water stress occurs if there are 12 successive days 
without rainfall higher than 10 mm/day. Under such 
circumstances, if the household has a pond with enough 
water, it is pumped to alleviate the water stress, 
otherwise the nursery is partly (1/3) destroyed and the 
household has to re-establish another one to produce 
this quantity of seedlings. At the age of 30 days, RLR 
seedlings are ready for transplanting. 
 
Transplanting 
All Households wait for a daily rainfall higher than 20 
mm to start transplanting and all seasonal migrants 
return home at that time. Early-maturing rice is first 
transplanted in the upper paddies, then late-maturing 
rice starting from the lowest paddies. When a 
Household sees that it cannot complete transplanting 
with family labor by September 15 (after that date the 
duration of the RLR vegetative phase would be too 
short to achieve satisfactory yields), additional labor is 
hired. Farm ponds are not used for this activity 
implemented during a usually very wet period.  
 
Harvesting 
RLR varieties are photo-sensitive and are ripe one 
month after flowering. Therefore, all households start to 
harvest rice at the same time. Once harvesting has 
started, if the daily rainfall is over 30 mm (wet day 
threshold), this activity will be paused and resumed one 
day later. The labor availability is critical for the 
production of quality late-maturing rice variety for sale, 
as a fast harvest yields a higher paddy quality sold at a 
higher farm gate price (Table 1). Therefore, hiring labor 
is considered necessary for all farms to accelerate 
harvesting, so that it can be completed before 
December 1. When harvesting is under way, all farms 
have the same objective of getting high quality paddy 
but if it not possible (as December 1 already passed), 
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then to get fair quality paddy. If it is not possible (after 
December 10), there is no more reason to rush to finish 
harvesting RLR and therefore no labor is hired. 
 
Relations between RLR production and decisions on 
labor migration 
 Once RLR production activities are completed, 
late-maturing rice sales, local off-farm incomes (wages  
received when transplanting and harvesting on other 
farms) and labor costs (wages paid to hired labor) are 
calculated for each household. Afterwards, the 
demographic characteristics of their members, which 
are important to determine potential migrants and 
migration patterns, are updated. Two kinds of migration 
are taken into account. Seasonal migrants always return 
home to help in RLR production at transplanting and 
harvest, while more-permanent migrants are removed 
from the list of family farm laborers. The criteria to 
become a potential migrant, and selection of migration 
patterns are based on the Value-Expectancy model (De 
Jong 1997) [10].  
 First, a member evaluates its migration 
intention (none, low, or high) based on its personal 
characteristics (age, gender, marital status, migration 
experience). The member also considers its 
Household’s socioeconomic conditions (presence of 
dependents, financial situation after rice sales and wage 
earned as hired labor, subtracted by farm input and 

labor cost). After combining these two dimensions, the 
member finally makes his/her decision whether to 
migrate to the city in the dry season (seasonal migrant), 
to work in urban areas without returning home to help 
on the farm (more-permanent migrant), or stay at home. 
 

COLLECTIVE DEFINITION AND 
EXPLORATION OF SIMULATED SCENARIOS 

 
The spatial settings and characteristics of the 

four households and their members presented in the 
previous section were used to define a baseline 
scenario. We used it to calibrate the model and as a 
reference for comparisons with other scenarios. Two of 
them emerged from the discussions with participating 
farmers held in May 2008. The first one includes the 
availability of cheap foreign laborers from the Lao PDR 
and Cambodia during transplanting and harvest. The 
second proposed scenario assumed that enough water is 
accessible to all farms (for instance through an 
irrigation canal). 

 
Cheap foreign labor scenario 

The simulation of this scenario, based on the 
availability of 30 hired laborers from neighboring 
countries ready to work at low wages, showed a high 
income differentials across farm types compared to the 
baseline scenario. Incomes from rice sales of 

     Table 1.Default values, units and sources of key parameters for each module of the BMM model. 
 

Module Parameter Default value Unit Source & main tool used
Water quantity needed to supply a 0.04 ha RLR nursery 40 m3 Field workshop based on RPG3
Minimum depth of water level needed in farm ponds 10 % Field workshop based on RPG1
Daily volume of water (related to soil-plant system) deducted from a ponding tank 10 mm ABM calibration
Daily rainfall threshold to initiate RLR nursery establishment 30 mm
Daily rainfall threshold to start transplanting 20 mm
Daily rainfall threshold to stop harvest for one day 10 mm
Minimum daily rainfall of a wet day at nursery stage 10 mm Field workshop based on ABM2
Duration of dry spell for water stress to occur in RLR nurseries 12 day Field workshop based on ABM1
Maximum RLR paddy yield 2,250 kg/ha
Minimum RLR paddy yield 938 kg/ha
Age of RLR seedlings ready for transplanting 30 day
Duration of transplanting after rice seedlings reach 30 days 21 day Field workshop based on ABM2
Last week to establish RLR nurseries 3rd week of July week
Last week for RLR transplanting 2nd week of September week
Starting date of early maturing rice harvest 10th November day
Starting date of late maturing rice harvest 21st November day
Maximum harvesting date to get high quality paddy 1st December day
Maximum harvesting date to get fair quality paddy 10th December day
Farmgate price of high quality paddy 18 baht/kg
Farmgate price of fair quality paddy 12 baht/kg
Farmgate price of low quality paddy 9 baht/kg
Beginning of RLR nursery establishment 2nd week of May week Field workshop based on RPG1
Maximum age of migrant villagers 45 years Field workshop based on ABM2
Average annual net income per household 20,000 baht NSO, 2007
Average farm input cost excluding labour cost 3,750 baht/ha OAE, 2005
Volume of paddy for self-consumption 350 kg/person/year Authors' farm survey in 2004
Rate of daily wage at RLR transplanting 120 baht/person
Rate of daily wage at RLR harvest 150 baht/person
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smallholdings I and II were not significantly different, 
but they lost off-farm income usually received from 
household III and IV. In contrast, without any labor 
constraint, the large farming households III and IV 
earned higher incomes from selling high quality paddy 
thanks to faster harvests despite high labor costs. 
 However, the participating farmers argued that, 
actually, small farms may not lose their off-farm 
income as much as showed by the simulated results 
because these immigrant workers are less likely to be 
hired because they are not considered as meticulous rice 
farmers. Furthermore, local farmers seem to prefer to 
hire laborers within their kinship networks. 
 
No water constraint scenario 

The simulated results showed that the 
synchronization of rice farming activities (here all 
farms are able to start producing rice at the same time) 
was unlikely to change the situations of larger farm III 
and IV compared to the baseline scenario. Farm III and 
IV could not hire extra workers at the beginning of 
transplanting like they did in the baseline scenario. 
However, transplanting can be prolonged without 
critical damage to rice productivity. Therefore, farmer 
III and IV could complete transplanting by hiring extra 
workers from household I and II once these households 
finished this activity on their small holdings. In this 
scenario, a small virtual farm II could not complete 
transplanting of its entire farm when the heavy rains 
came late, and by then some rice seedlings were too old 
to be used. Compared to the baseline scenario, it shows 
little difference in terms of local off-farm income 
gained by small farms and labor cost paid by large 
farms. 
 However all participants said that the 
impossibility to transplant paddy fields was unlikely to 
happen in reality because rice farmers take adaptive 
measures like establishing more nurseries or buying 
rice seedlings from their neighbors. Nevertheless, this 
simulated outcome helped the participants to reflect on 
such a risk-taking decision in relation to water 
dynamics that may cause them to spend more cash on 
additional rice seedlings. 
 

DISCUSSION 
 
KIDS or KISS? Or both! 

 As expressed by the familiar motto “Keep It 
Simple and Stupid” (KISS), simpler models are widely 
considered as more useful than complex ones [9]. In the 
field of social simulation, in contrast to the KISS motto 
that praises ambitious abstract, high-level modeling, 
Edmonds and Moss (2004) [11] have proposed a new 

slogan -“Keep It Descriptive, Stupid” (KIDS)- to claim 
that the systematic reference to the law of parsimony 
should not prevent for more low-level, descriptive 
modeling. This provocative slogan seems to call for a 
radical positioning of modelers among those who 
would rather place a colon or a comma between “keep 
it descriptive” and “stupid”.  

 However, we believe that both KISS and 
KIDS principles are worthwhile, especially when the 
aim of the modeling process is to foster co-learning 
among scientists and stakeholders. Before starting to 
directly interact with the local farmers, researchers 
engaged in the modeling process to synthesize the 
existing scientific knowledge. At this stage, any 
relevant information was integrated into the prototype 
model, according to the KIDS principle. For instance, 
an existing hydrological module that was previously 
developed to precisely simulate the availability of water 
in paddy fields and ponds in this Lam Dome Yai 
watershed[16] was integrated into the first version of the 
BMM model. During the collaborative modeling 
process, we realized that farmers were making 
decisions about rice-growing activities in relation to 
water availability by directly referring to daily rainfall 
conditions. Furthermore, we had difficulty to make 
transparent to participating farmers complicated 
hydrological processes such as infiltration, percolation, 
and diffusion. For these reasons, the sophisticated 
hydrological module was replaced by a simple 
parameter set to a constant value (10 mm) to account 
for daily water outflow from a paddy field in this RLR 
ecosystem. 
 
Validation: a shared representation of the interactions 
between land & water use and labor migration  
 Validation relates to the extent to which the 
model adequately represents the system being modeled 
[6]. The canonic view of validation mainly considers the 
difference between simulated and observed data.  The 
goodness of fit makes the model “right”. However, the 
correlation between observed and simulated data might 
be induced by irrelevant mechanisms introduced in the 
model [1].In any case, the validity of a model should not 
be thought of as binary event (i.e. a model cannot 
simply be classified as valid or invalid). The adequacy 
of the representation provided by the BMM model 
refers to its acceptance by the local farmers who 
participated to its collaborative design as a fair and 
useful representation of the interactions between land & 
water use and labor migration in their village. 
According to the ComMod principles, this 
representation was built through the confrontation of 
the views of different types of stakeholders and the 
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views of the researchers in order to clearly express 
scenarios built to explore the opportunities and dangers 
of an uncertain future [20].  
 The BMM model has been recognized by the 
participating farmers to be sufficiently accurate to 
represent their current situation. As a result, they 
eventually proved to be comfortable and confident 
enough with it to present and comment the BMM 
model in front of master students and lecturers-
researchers -who did not participate to the modeling 
process - at the Faculty of Agriculture, Ubon 
Rajathanee University, on October 18, 2008. The 
discussion that followed the demonstration showed that 
most of the students have different views and 
understandings and even concepts about RLR farming 
in northeast Thailand. This confirmed the fact that any 
model might be an accurate representation of some 
stakeholders' views, but at the same time, an inaccurate 
(though precise) one for other differing stakeholders' 
views [20]. Such collaborative modeling practice is 
valuable because of its efficiency in communicating 
and therefore sharing such diversity of viewpoints.  
 
From singular representations of actual households to 
the abstract concept of a BMM household 
 The first ABM was introduced to the 
participating farmers in a workshop organized in April 
2007. This ABM was initialized from the exact 
circumstances of the 11 households who participated in 
the process. During this workshop, we had difficulty to 
stimulate collective discussions to refine the model, and 
to get a collective agreement on the validation of this 
model. This was because all the participants attempted 
to correct the individual dissemblance that they found 
in the model compared to their actual situation. 
 To enhance such a collective discussion, we 
simplified the model to represent only 4 farms, with 
characteristics based on a previous farm survey and 
typology [23], as shown in the latest version of the BMM 
model described above.  We organized 4 sub-
workshops, with small groups of farmers belonging to 
the same farm type, to fine-tune this simplified model. 
Although this latest version is more abstract than the 
first one, it was accepted by all the participating farmers 
to sufficiently represent their system in the last 
workshop held in May 2008.  
 

CONCLUSION 
 
 The BMM model is undoubtedly a site-
specific model, far from a generic tool. The process of 
designing it was a long and costly one with only a local 
impact so far. This inescapably raises the question of 

the cost-benefit of the whole approach. In term of out-
scaling, the current model can be considered as a 
communication tool to be reused in villages similar to 
BMM to stimulate knowledge sharing, leading to the 
enrichment of the underlying conceptual model. We 
believe that the computer model could be introduced 
straightforwardly to other farmers without being 
perceived as a “black box” if the presentation is made 
by the BMM farmers themselves: there is no reason 
why the communication of the model among farmers 
would be more problematic than the communication of 
the model from farmers to scientists.  
 Finally, from this experiment, we found that it 
is possible to use collaborative modeling with marginal 
rice farmers. We both researchers and participating 
farmers gained benefits through knowledge sharing by 
co-constructing the model.  
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Abstract: In general, bed material in the natural rivers is composed with a variety of sediment sizes.  
Thus, their morphodynamics are affected by nonuniform sediment transport conditions.  In this study, 
we propose a numerical model for the sand dune migration simulations and grain sorting simulations 
inside the sand dunes.  In our numerical codes, the sediment transport model explicitly takes the 
turbulence flow model into account during the morphodynamic computation.  The sediment transport 
model is composed of a nonuniform sediment transport model and a bed layer model.  The concept of 
size fraction transport is employed for nonuniform sediment transport calculation.  Moreover, non-
equilibrium bed load sediment transport of each size fraction is treated using Eulerian stochastic 
formula for the sediment exchange process.  The bed layer model is used for grain sorting simulation 
inside the bed forms.  The results of the simulations are compared with the experimental results of 
nonuniform sediment.  The comparison shows a good agreement in the grain sorting evolution inside 
the sand dunes.  The computed results show that the pattern of grain sorting inside the bed forms is 
down coarsening from the crest of sand dune through the trough of sand dune.  However, the 
discrepancy of the waveheight between the simulations and the experiments are within ± 25%.    
 
Key words: Non-unifom sediment transport, numerical simulation, grain sorting 

 
INTRODUCTION 

 
 Bed material in natural rivers is generally a non-
uniform material.  Thus, their morphodynamics are 
affected by the non-uniform sediment transport 
conditions.  Over the past few decades, the sediment 
transport model has been introduced into the field of 
river engineering.  A variety approaches have been 
developed in order to clarify the morphologic features 
in alluvial channels.  Most of the presented models, the 
bed material was specified by single grain size (uniform 
sediment).  However, many research found that 
considering only one grain size cannot explain some 
important mechanisms of river morphology sufficiently 
such as the geometry of bed forms and their evolutions.   
 In the fields of river morphologic study, non-
uniform sediment transport models are important tool to 
analyze and predict the flow features and morphologic 
process in the natural river.  Various researches of non-
uniform sediment transport model were conducted to 
study the mechanisms of sand dune migration process.  
The features and mechanisms of sand dunes were also 
approached by laboratory studies[1,2,3].   For instance, 
Miwa and Daido[1] performed the experiment of dunes 
and compared the migration process and sand dune 
geometries between uniform and non-uniform sediment 
cases.  They also investigated grain sorting at various 
locations of sand dunes in the experiments of non-
uniform sediment.  Their experimental results showed 
that grain sorting on the upstream part of sand dune 
crests causes the sediment coarsening on the lee side 

and, finally, affects wave height.  As a result, with the 
same mean diameter and hydraulic conditions, wave 
height of the non-uniform sediment case was found to 
be smaller than that of the uniform sediment case, but 
the migration speed of the non-uniform sediment case is 
faster.  Blom et al.[3] indicated that three mechanisms 
contribute the formation of a coarse layer underneath 
migrating dune: (1) the avalanching process at the lee 
face (2) partial transport in which a relatively large 
amount of coarse material does not participate in the 
transport process and (3) the winnowing of fines from 
the trough surface and subsurface.  All mentioned 
studies show that the non-uniform sediment has a 
complicated process and also affects sand dune 
morphology significantly. 
 The morphodynamic numerical models have been 
extensively developed in this decade for simulating 
hydrodynamic and morphodynamic under the uniform 
bed material condition.  For example, Shimizu et al.[4] 
performed a three-dimensional direct numerical 
simulation.  The model provided a complete approach 
for flow computation and turbulence over the bed 
forms.  Although the model carried out a good 
agreement in turbulence flow simulation, the sediment 
transport model for morphodynamic simulation was 
impractical.  Thus, Giri and Shimizu[5] proposed a 
vertical two-dimensional morphodynamic model with 
non-hydrostatic and free surface flow for the uniform 
bed material.  The proposed model was simplified from 
a three-dimensional direct numerical simulation[4].  In 
the study, an enhance k-ε turbulence closure with non-
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linear term was incorporated to the hydrodynamic 
model, including the morphologic condition.  They 
found that the hydrodynamic model with a nonlinear k-
ε turbulence closure adequately reproduced flow and 
vorticity field in the separation region. The model 
succeeded simulating some features of the bed form 
evolution, such as amalgamation and asymmetric 
geometry.  The simulation results complied well with 
the experimental results.     
 Recently, numerical models of the non-uniform 
bed materials have been introduced in various 
applications of river engineering[6,7,8].  Ashida et al. [7] 
performed a two-layer flow model simulating the bed 
deformation and the non-uniform sediment phenomena 
in meandering channels with flood plain flows. In their 
model, a boundary-fitted orthogonal coordinate system 
was employed in order to avoid the complexities and 
the substantial computing time and storage, and also 
increase the accuracy of the computed solutions.  The 
model was constructed to deal with mixed sediment for 
evaluating the influences of sediment sorting on bed 
deformation.  The model had the ability of simulating 
the bed deformation and sediment sorting phenomenon 
in meandering channels with flood plain flow.  
Consequently, a reliable and more complete numerical 
model for microscale bed form simulation of non-
uniform sediment is still important for advancing our 
understanding of morphologic features and grain 
sorting inside the bed forms. 
 This study is the extension work from the vertical 
two-dimensional flow model[5] with the goal to develop 
a morphodynamic numerical model for the non-uniform 
bed materials.  The model performance is significantly 
improved using the bed layer model[7] for grain sorting 
simulation. The total bed material transport is 
summarized from each sediment size fraction.  The 
sediment exchange process of each size fraction, 
namely pickup and deposition, is calculated by using an 
Eulerian stochastic formulation which proposed by 
Nakagawa and Tsujimoto[9].  In this study, the model is 
proposed for low flow regime focusing the sand dune 
simulation. 
 

SEDIMENT TRANSPORT MODEL 
 
 The non-uniform sediment transport model is 
employed for sediment transport calculation which 
includes sediment pickup rate, sediment deposition 
rates, and bed deformation.  The bed layer model is 
applied for grain sorting simulation.  The total bed 
material transport can be modeled by two different 
approaches, either dividing the model into bed load and 
suspended load transport, or considering only the bed 
load transport.  Presently, our sediment transport 
computation considers only the bed load transport.  
 
 

(1) Non-uniform Sediment Transport Model 
 The sediment transport of non-uniform bed 
materials normally depends on a potential size fraction 
transport and is influenced by complicated flow 
features.  The concept of size fraction transport is to 
divide bed material into size fractions which consider 
each size fraction as a uniform material.  The sediment 
transport rate is determined by the summation of the 
potential transport rate of each size fraction which is in 
turn related to its concentration existing in the bed 
material.  The bed material transport rate can be 
calculated by multiplying the potential transport rate 
corresponding to a given size fraction with the 
percentage of material which can be read as follows: 
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where qb is the bed load transport rate per unit width, 
qbk is the bed load transport of sediment size fraction k 
per unit width, Pk is the concentration of sediment 
fraction size k, qk is the potential transport rate for a 
given size fraction k, subscripts k and nk are the 
number and the total number of size fraction, 
respectively.   
 An Eulerian stochastic formulation of sediment 
transport, proposed by Nakagawa and Tsujimoto[9], is 
used in our model for the bed load transport calculation 
in which can be expressed in term of the dimensionless 
pickup rate of sediment size fraction k as: 
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where psk is the pickup rate of sediment size fraction k, 
ρ and ρs are fluid and sediment density respectively, τk* 
is dimensionless local bed shear stress of sediment 
fraction size k, and τck* is dimensionless critical bed 
shear stress of sediment fraction size k. 
The sediment deposition rate is expressed as: 
 
   ∫= )s(fpp sskdk                         (3) 

 
where pdk is the deposition rate of sediment fraction 
size k and fs(s) is the distribution function of step 
length. 
 The exponential distribution function of step length 
by Nakagawa and Tsujimoto[9] is written as: 
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where Λ is the mean step length and s is the distance of 
sediment motion from the pickup point.  On the basis of 
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probability theory, Einstein[10] proposed Λ = αd, in 
which α is an empirical constant proposed to be 100. 
 Then, the bed deformation is computed by using 
the sediment continuity equation which is 
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where zb is the bed elevation and λ is porosity of bed 
material.  
 
(2) The Bed Layer Model 
 The bed layer model proposed by Ashida et al. [7] is 
employed for the grain sorting simulation of non-
uniform sediment in our numerical model.  In the bed 
layer model, bed material is divided into sublayers as 
shown in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 The mixed layer represents the exchange layer or 
top layer containing the bed materials which is active to 
the transport process.  The mixed layer thickness is 
assumed to be constant and equivalent to the size d90 of 
initial bed material distribution.  The transition layer 
acts as a buffer layer between the mixed layer and the 
deposited layer.  The thickness of transition layer is a 
function of time and streamwise direction and is 
restricted between 0 < Et ≤ Ed.  The deposited layer is 
divided into Nb layers in which thickness of sublayers is 
equal to Ed.  Therefore, thickness of the deposition 
layer is equal to the multiplication of Nb and Ed. 
 The initial non-uniform bed material in Figure 1, 
the bed elevation is calculated by  
 

  0dbtmb zE.NEEz +++=                  (6) 
 
where zb is the bed elevation, Em is thickness of mixed 
layer, Et is thickness of transition layer, Nb is total 
number of sub-layers in the deposited layer, Ed is 
thickness of multiple layers, and z0 is the datum 
elevation. 
 In our calculation codes, the non-uniform sediment 
transport model is employed to calculate sediment 
pickup rate, sediment deposition rate and bed 
deformation in each calculated cell.  Then, the 
concentration of sediment size fractions can be 
calculated from the bed layer model.   
 

HYDRODYNAMIC MODEL 
 
 Giri and Shimizu[5] proposed a vertical two-
dimensional flow model for simulating morphodynamic 
process for free surface flows over bed forms under 
uniform sediment conditions.  The model was coupled 
with a hydrodynamic and a mophodynamic models 
which are two-dimensional in streamwise and vertical 
directions.  The flow model can perform accurately 
simulations both of mean flow and turbulence 
structures influenced by bed forms under free surface 
flow.  In present study, the hydrodynamic model 
proposed by Giri and Shimizu[5] is employed for the 
hydrodynamic simulation.  The brief description of the 
model can be shown as following: 
 The governing equations for unsteady vertical two-
dimensional flow can be written in Cartesian coordinate 
system as follows: 
Continuity equation 
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where x and y are coordinates in horizontal and vertical 
direction respectively; u and v  are components of 
velocity in horizontal and vertical direction, 
respectively. 
Momentum equations 
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where ,uu ′′ vu ′′ and vv ′′   are Reynolds stress tensors, 
ρ is fluid density, g is gravitational acceleration and  p 
is pressure. 
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Fig.1 The bed layer model 
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Table 1 Experimental cases and conditions 
(H-1 and H-2 denote the study by Hagiwara, M-1 and M-2 denote the study by Miwa and Daido[1]) 

Run no. qw 
(cm2/s) 

Sediment 
mean diameter 

(cm) 

Standard 
deviation 

Ie (x10-3) u* 
(cm/s) 

L (cm) Δ  
(cm) 

H-1 300 0.040 2.74 3.00 4.21 23.20 1.20 
H-2 800 0.065 2.12 4.00 6.66 78.13 1.25 
M-1 350 0.070 1.70 350 3.31 30.70 0.67 
M-2 400 0.070 1.70 400 3.69 54.00 1.16 

 The governing equations for unsteady two-
dimension flow in the Cartesian coordinate system 
(x,y,t) is transformed  to the moving boundary fitted 
coordinate system (ξ, η, τ) [11].  The transformed 
equations are solved by splitting into non-advection and 
pure advection terms.  The non-advection terms are 
solved by using central difference method.  The pure 
advection term is calculated by using a high-order 
Godunov scheme known as the cubic interpolated 
pseudoparticle (CIP) technique.  The pressure term is 
resolved using SOR method considering dynamic 
pressure. 
 In the turbulence model, a 2nd order non-linear k-ε 
turbulence closure is employed to reproduce turbulence 
characteristics in shear flow with separation zone.  
Kimura and Hosoda[12] carried out a detailed analysis 
and comparison of the 2nd order non-linear k-ε model 
with other turbulence closures.  They found that the 2nd 
order non-linear k-ε model is more efficient than RSM 
or LES model in terms of CPU time.  Giri and 
Shimizu[5] found that the 2nd order non-linear k-ε 
turbulence closure is adequate to reproduce flow and 
vorticity field in the separation region in the case of 
fixed dunes, while linear k-ε model was found to be 
over dissipative.  On the other hand, the zero-equation 
turbulence model showed poor results for both flow and 
morphodynamic simulation.  Comparing among all 
approaches, the 2nd order non-linear k-ε turbulence 
closure is satisfactorily predicts mean flow and 
turbulence properties over the bed forms. 
 The time-dependent water surface change 
computation is used for realistic reproduction of free 
surface flow over migrating bed forms.  Along with the 
flux continuity, the kinematic condition was imposed 
along the free surface to compute the temporal changes 
in water surface elevation. 
 The boundary condition at the bed is no slip and a 
logarithmic expression for near-bed region is adopted.   
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y

ln1
u
u

κ
=                              (10) 

 
 

where up is velocity at near-bed grid point, u* is local 
bed shear velocity, κ is Karman constant, y0 =  ks/30, ks 
= 2.5d, in which ks is roughness height and d is bed 
particle diameter.  In our calculated codes, d is 
equivalent to mean diameter (d50) of bed material.  The 
periodic boundary conditions are employed in the 
computational domain, in which output at the 
downstream end is set to be input at the upstream end.
  

EXPERIMENT 
 
 Laboratory investigations of sand dune migration 
process were conducted in the hydraulic research 
laboratory at Hokkaido University.  Experiments were 
carried out in a straight rectangular open channel, 10.0 
m long, 0.2 m wide, and 0.3 m deep.  The middle part 
of the flume (7.5 m) was covered with a 5 cm thick 
non-uniform sediment layer.  The bed material was 
mixed from three types of uniform sediment.  Samples 
1 and 2 were graded sediments with the mean diameter 
of 0.040 and 0.065 cm and the geometric standard 
deviations (σ) are 2.74 and 2.12, respectively.  Sample 
1 and 2 were used in the experiment H-1 and H-2 
respectively.  The specific gravity of both sediment 
samples is 2.65.  Sand dune geometries were measured 
after the bed forms reached to equilibrium stage over 
the course of the evolution process by referring to the 
experimental pictures.  Dune length and dune height 
were measured by the trough to trough method.  In 
addition, two experiments, M-1 and M-2, performed by 
Miwa and Daido[1] were also used to verify our 
numerical model.  Hydraulic conditions of all 
experiments are given in Table 1 in which parameters 
were measured after the bed forms reached to an 
equilibrium stage.  In the table, qw is water discharge 
per unit width, Ie is the energy slope, u* is the mean 
shear velocity, L and Δ are wave length and wave 
height of sand dunes, respectively. 
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(a) sand dune evolution after 60 seconds 

(b) sand dune migration with grain sorting inside sand dunes 
after the bed forms reached to equilibrium stage. 

Flow 

Flow 

MODEL VERIFICATION 
  
 In present study, only the numerical model for the 
non-uniform sediment is needed to be verified.  The 
non-uniform sediment transport model has been 
verified with several experimental cases.  The 
experimental results are used to evaluate the model 
prediction ability on grain sorting evolution inside the 
sand dunes and sand dune geometric simulations.  
Quantitative comparisons are made after the analogous 
time increment.  The comparisons are made in various 
features of grain sorting process inside the sand dunes, 
for instant, grain sorting inside the sand dunes in 
various locations, wave height of sand dune. 
 We noted that the simulations of experiment H-1 
and H-2 denote Run H-1 and Run H-2, respectively 
while the simulations of experiment M-1 and M-2 
denote Run M-1 and Run M-2, respectively.   Some 
pictures from simulation Run M-1 are shown in Figure 
2.  In our calculations, the simulation was performed 
for an almost flat bedded initial condition with a very 
small random field perturbation as shown in Figure 

2(a).  Figure 2(b) shows the equilibrium bed forms 
which reached to steady stage within 1800 seconds. 
 Conditions of all experimental cases are used in 
numerical calculations of bed form growth and 
geometry.  The computed results of wave height of sand 
dunes were compared with the observed data after 
analogous time increment.  The comparison results of 
wave height are depicted in Figure 3.  The comparison 
results in wave height of sand dunes provided by the 
present model shows good agreement with the 
discrepancy within ±25% for most observed cases.  The 
wave height appears to be underestimated for Run H-1 
and Run H-2 and overestimated in Run M-2 by the 
present model.   
 In present study, the mechanisms of grain sorting 
inside the sand waves are also investigated through the 
numerical simulations.  From the calculated results, we 
plot the grain size distribution of sediment in the crest 
down to the trough of sand dunes for all experimental 
cases.  The grain size distributions of four simulations 
show that pattern of grain sorting is down coarsening 
from the crest down to the through of sand dunes.  The 
simulation result of experiment M-1 is depicted in 
Figure 4 which shows the finest grain size distribution 
on the crest and becomes coarser in the downward 
direction.  As the results, the coarser grains are 
deposited in the trough of sand dunes.  The calculated 
results found to be the same trend as the experiment 
results.   
   

CONCLUSION 
 
 The proposed numerical model for non-uniform 
sediment satisfactorily predicts grain sorting at various 
locations of sand dunes and wave heights of sand 
dunes.  The simulation results found to be good 
agreement in the wave height of sand dunes between 
the experiment and the simulation with the discrepancy 
within ±25%.  The grain sorting simulations inside the 
sand dunes also show the same results as the 
experiment.   
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Figure 4   Grain size distributions at various locations inside sand dunes (Run M-1) where the locations of measured mixture  
                  are shown as a small figure. 

Figure 3 The comparison between the experimental results and simulated results of the wave height of sand dunes. 
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Simulation of Turbulent Cavitating Flows around a Hydrofoil 
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Abstract: Cavitating flows are complex because of they are highly turbulent and unsteady flows 
involving two  species (liquid/vapor) with a large density difference.The effect of cavitating flows is 
also decrease an overall efficiency of turbomachinery. These features pose an importance and a 
challenge to numerical  modeling  works. This paper presents CFD simulations of the cavitating flow 
around the symmetrical 2D hydrofoil. The numerical model used an implicit finite volume scheme 
(based on the SIMPLE algorithm ) to solve Reynolds-averaged Navier-Stokes equations, associated 
with a mixture model approach of the cavitating  flow.  the liquid/vapour mixture is treated as a 
homogeneous fluid. Results presented in the paper focus on cavitation inception, the cavitation length 
and the general behaviour of the sheet cavitation, lift coeficient  around the foil. A numerical 
estimation of the void fraction evolution inside the cavity is also presented.  
 
Key words: turbulent , cavitating flows , finite volume 

 
INTRODUCTION 

 
 In the design and use of hydraulic turbomachines 
cavitation and the effects related to cavitation are 
playing an important role. Of special interest are the 
mechanisms of cavitation yielding to noise generation, 
loss of efficiency and erosive damage of the exposed 
surfaces. To avoid or to reduce the effects of cavitation 
by design and operation, there is a persistent need of 
improving the detailed understanding of the physical 
phenomena and their modelization for numerical 
calculations. 
 Numerical modeling of cavitation has, until 
recently, only been possible using cutting edge inhouse 
CFD codes. Special challenges occur since cavitating 
flows are highly dynamic in nature. Also,such flows are 
Characterized by large gradients in the density feild, 
which is known to cause numerical instabilities. With 
the release of the CFD solver Fluent6, a cavitation 
model is available with a general-purpose Commercial 
software package. Fluent6 is a finite volume based 
solver that fully supports unstructured Multiblock 
meshes. The cavitation model shipped with Fluent6 is 
essentially based on the paper by Kubota Et al.  (1992). 
This paper is meant as a reference for validation of the 
cavitation model in Fluent6. The Software will, in later 
studies,be used to enhance the understanding of the 
cavitation phenomenon.  
 

 
CAVITATION  MODEL 

 
 The cavitation model employed in the present 
study is based on the so-called “full cavitation model” 
by Singhal et al. The flow solution procedure is the 
SIMPLE routine presented by Patankar & Spalding 
(1972). This solution method is designed for 
incompressible flows, thus being implicit. The full 
Navier Stokes equations are solved. The cavitation 
model itself is highly physical utilizing the Rayleigh-
Plesset equation to calculate bubble growth and 
collapse, while a vapor transport equation is 
implemented to track the resulting vapor mass fraction 
field. The transport equation is based on equation 1, and 
will when solved along with the flow equations, give 
the vapor mass fraction at any solution point in the 
computational domain.    

( ) ( ) ( )v e cf v f f R R
t
ρ ρ γ∂

+∇ = ∇ ∇ + −
∂

r               (1)   

Here ρ  is the mixture density and vv
r

 is the velocity 
vector of vapor phase, γ  is the effective exchange 

coefficient, eR and cR are the vapor generation and 
condensation rate terms (or phase change rates). The 
rate expression are derived from the Rayleigh-Plesset 
equations, and limiting bubble size considerations 
(interface surface area per unit volume of vapor). These  
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rates are functions of instantaneous, local static pressure 
and are given by  
When p < psat  

e
2( )R (1 )

3
ch sat

e l v
l

V P PC fρ ρ
γ ρ

−
= −

  (2) 

when p > psat  
2( )R

3
ch sat

c c l v
l

V P PC fρ ρ
γ ρ

−
=

   (3) 

where the suffixes l and v denote the liquid and vapor 
phases, Vch is a characteristic velocity, which is 
approximated by the local turbulence intensity, (i.e. 

chV k= ), σ  is the surface tension coefficient of the 
liquid, Psat is the liquid saturation vapor pressure at the 
given temperature, and Ce and Cc are empirical 
constants. The default values are Ce = 0.02 and Cc = 
0.01 

The cavitation model suffers from several 
simplifications, where the most critical is probably that 
both phases has to be treated as incompressible. Similar 
calculations by Song et al. (1997) indicates that the 
compressibility of the vapor phase is important. 
 
Computational Setup 
 

The 2D geometry was made to resemble the 
test section of the high speed water tunnel at the Saint 
Anthony Falls laboratory in Minneapolis, MN 
(SAFL)[1]. The chord length of the NACA 0015 foil is 
100 mm and the domain stretches 2.5 chord lengths 
upstream and 5 chord lengths downstream measured 
from the trailing edge. Simulations for 8 and 6 degrees 
angle of attack are presented. In the direction from the 
upper and lower foil surface, the computational domain 
stretches one chord length in both directions. The 
lengths are chosen from the test section in the water 
tunnel and the purpose of the calculations is to 
reproduce experiments. Test calculations show that the 
blockage effect is negligible for the SAFL tunnel set-
up. 
 Figure 1(a) shows a closeup of the 2D grid at 8 
degrees angle of attack. The grid is a C-grid type with a 
total of about 30000 cells. The smallest cell size in the 
direction from the wall is 0.01 mm, which corresponds 
to approximately 1/ 21/100 Re−⋅  . This results in the first 
grid point being at 5y+ < on both surfaces. 
  

 
Fig. 1 (a):The grid system enclosing the hydrofoil 

 

 
Fig. 1 (b): Computational flow configuration 

 
Boundary Conditions 
 

Figure 1(b) shows the total 2D computational 
domain with lengths and boundary conditions showing. 
The inlet bondary condition is specified velocity, using 
a constant velocity profile. Upper and lower boundaries 
are slip walls, i.e a symmetry condition. The outlet used 
is a constant pressure boundary condition. The foil 
itself is no-slip wall. The inlet is set to 10 m/s which 
corresponds to a Reynolds number equal to 61.2 10×  
based on chord length. This is in the same range as the 
experimental data. The computational domain stretches 
2.5 chord lengths upstream and 5 chord lengths 
downstream. 
 
Numerical method 
 

The solving strategy used is the unsteady 
SIMPLE algorithm, Patankar & Spalding (1972). The 
convective flow terms are discretisized using second 
order upwind schemes. This is also used for the Mixture 
of Fluid equation and the Rayleigh-Plesset equation. 
The pressure is discretisized using a second order 
central scheme. The implicit time formulation used is 
also of second order accuracy. Internally, all numbers 
are stored and calculated with double precision. The 
time step used was 0.0005s. This gives 20-30 time steps 
per cycle. The cavitation model itself was configured 
with a noncondensable gas mass fraction is 1.5x105 . It 
is believed that increasing a noncondensable gass mass 
fraction in the numerical model will increase the 
dynamics of the system, thus adding instability, 
however this was not a problem in the study. The water 
vapor pressure Pv ,was set to 3540 Pa. The cavitation 
number was adjusted by changing the reference 
pressure, Pref, in the solver. The same effect can also be 
achieved by having a constant reference pressure and 
adjusting the vapor pressure.  
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Turbulence model 
 

Once the Reynolds averaging approach for 
turbulence modeling is applied.The k ω−  turbulence 
model, which is based on the Boussinesq hypothesis 
and incorporates transport equations for turbulent 
kinetic energy, k,and specific dissipation rate, ω , was 
used for the mixture. The specific dissipation rate can 
be thought of as the ratio of the turbulent kinetic energy 
dissipation rate to k. The turbulent viscosity tμ  is 

computed by combining k and ω  as ( / )t m kμ ρ ω= . 
The wall boundary conditions for the k ω−  model are 
treated in such a way that when the wall-adjacent cells 
are located in the log-law region, the wall function 
approach, based on the law of the wall, is applied. 
When the wall-adjacent cells are closer to the solid 
surface and inside the sublayer region, and alternative 
approach that ensures the no-slip condition on the solid 
surface is applied. For cells in the buffer region, the 
above two are blended. The k ω−  model is one of the 
most widely used turbulence models for external aero 
and hydrodynamics as well as for the complex flow 
field on both the sublayer level and wall function grids. 
 
Simulation Results 
 

An important parameter in cavitating flows is 
the cavity length. Experimentally, this is determined by 
analysis of high speed movies. The cavity length will 
generally vary a lot during a cycle, thus an maximum 
value is plotted. The same technique is used in the 
numerical approach, where a combination of velocity 
vector plots, and contours of constant vapor fraction 
plots are analyzed. An example of an instantaneous 
contour plot and velocity vector plot at the same instant 
in time is shown in figure 2. Here we can see that the 
cavity length is not easily identified from the contour 
plot alone, while the velocity vector plot clearly shows 
the reentrant jet and the closure of the attached cavity. 
The cavity length for a flat plate at an angle of attack, 
α , was shown to scale with the composite parameter, 

/ 2σ α  by Acosta (1955). Arndt (1981) suggested the 
use of this parameter for thin hydrofoils. The cavity 
length, l, is normalized with respect to chord length, c, 
and plotted versus the parameter / 2σ α . In Figure 3, 
the numerical results are plotted with the corresponding 
experimental results. As we can see, the code can 
predict the cavity length with high accuracy. The 
reentrant jet will transport liquid phase into the 
cavitation regime at the end of the cavity. Visually, this 

will result in a closure of the cavity in a phase contour 
plot. It is also worth mentioning that the cavity length 
alone does not describe the flow. This can be seen 
clearly from the contour of constant void fraction plots 
shown in Figure 4. Both pictures are from / 2 4σ α =  
but different angles of attack. The cavity length is the 
same, but the flow is very different. At 8 degrees angle 
of attack, the flow is much more violent with structures 
shedding of the suction side while the 6 degrees case is 
practically stable. 

 
 

 

 
Fig 2 (a):The volume fraction contour for / 2 6σ α =  

at 8 degree angle of  attack. 
 
 
 

 
Fig 2 (b):The corresponding velocity vector at the same  

time. 
 
 
 
 Kjeldsen et al. (2000) shows that the flow over 
this hydrofoil passes through several cavitation regimes 
ranging from inception to supercavitating. The same 
sequence of cavitation regimes are found in the 
numerical model as reported from the experiments. It 
must be emphasized that the difference between patch 
and bubble cavitation as reported by Fluent, is 
determined based on whether the patch sheds itself 
(bubble cavitation) or is sustained for a certain period 
of time. The determination of the cavitation regimes 
was done by visual inspection of contour plots of the 
numerical solution. 
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Fig 3:Cavity length  as a function of / 2σ α  

 
 
In engineering applications, prediction of lift 
breakdown is important. This was also calculated and 
compared to experimental results. The lift is 
oscillating with different amplitudes at different 
cavitation numbers. The lift fluctuates with largest 
amplitudes when the cavity length is about 0.75 
chord lengths, corresponding to / 2σ α  of about 4. 
Experimental results are not available for 8 or 6 
degrees angle of attack, and the lift does not seem to 
scale with the parameter / 2σ α . The general shape of 
the lift breakdown curve can still be compared. The 
results are plotted in Figure 5. The cavitation model 
does not seem to capture the distinct breakdown that 
is measured. It is believed that this is caused by the 
lack of compressibility in the vapor phase, i.e. the 
flow that is closest to the suction side in the foil. 
 

 
Fig 4 (a): A volume fraction contour for / 2 4σ α =  

at 6 degree angle of attack. 
 

 
Fig 4 (b): A volume fraction contour for / 2 4σ α =  

at 8 degree angle of attack. 
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Fig 5: Normalized lift coefficient as a function ofnormalized cavitation number / 2σ α  
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Conclusions 
 

In general, the results are very promising. 
Several aspects of cavitation can be accurately 
captured with the current cavitation model. Visually, 
the flow is very well predicted. Especially, the cavity 
length can be calculated with a high degree of 
accuracy. This is an important feature in engineering 
aspects, since cavity collapse close to surfaces will 
cause damage. Also, with this code, it is easy to 
quantitatively adjust the overall cavitation number in 
the computational domain accurately. This is 
demonstrated by the good agreement between 
cavitation regimes and cavity length from 
experimental data and the numerical data 
respectively. The different cavitation regimes were 
found to match the reported experimental data. 
 Lift characteristics is fairly well calculated. 
The lift seems to drop in a more gradual manner. The 
calculations are still within reasonable accuracy. 
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______________________________________________________________________  
Abstract: Flow through submerged vegetation exhibits periodic oscillations at the interface called 
Kelvin-Helmholtz vortices. In this paper, we adopt a two-layer model of the system, consisting of 
overflow and vegetation regions, which are linked by a strong shear transition. A dispersion relation 
for the vortices is derived as a function of vegetation parameters. The relation provides a means to 
calculate vortex frequency in terms of measurable flow characteristics. Results show that the vortex 
frequency for rigid plants is a function of flow hydraulics and plant material density, whereas in case 
of flexible stems, it is a function of stem geometry of bending stems (Patil et al., 2006). 
 
Keywords: Kelvin-Helmholtz vortices, rigid vegetation 
__________________________________________________________________________________ 

  
 INTRODUCTION 

 
In flow through submerged vegetation, the 

magnitudes of velocity in the overflow region ( oU ) 

and that in the vegetation region ( vU ) (Carollo et al., 
2002) are distinctly different, owing to obstruction of 
the flow in the latter region by plant stems. These 
velocities are joined by a depth-wise transition of strong 
shear with a point of inflection at the interface 
(Raupach et al., 1996). The existence of a point of 
inflection provides Rayleigh’s necessary condition for 
instability that induces vorticity with a local maximum 
at the interface.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 

As a result, flow at the interface rolls into coherent 
vortex structures called Kelvin-Helmholtz (KH) 
vortices (Grizzle et al., 1996) (Fig.1). 

 
In laboratory measurements, Ghisalberti and 

Nepf (2002) observed periodic fluctuations at the 
interface of the vegetation canopy and the overflow and 
attributed them to the presence of KH vortices. The 
center of these vortices remains close to, but slightly 
above, the top of the vegetation (Ghisalberti and Nepf, 
2006) and exhibit motions that are stronger while 
moving into the canopy (sweeps) and weaker while 
coming out into the overflow (ejections). Poggi et al.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1: Schematic diagram of KH vortices in rigid submerged vegetation  
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(2004) investigated the effect of vegetation density on 
KH vortices and stated that the vortices appear only for 
a certain magnitude of stem density. These oscillations, 
being coherent and periodic, have potential to 
significantly influence the exchange of flow and 
turbulence between the free and obstructed regions 
(Nepf and Vivoni, 2000). In this paper, we assume that 
the two regions behave as co-flowing layers of fluid of 
different density, oρ  being the density of the overflow 

and vρ  being the effective density of the vegetation 
region, which is influenced by the presence of stems. 
For simplicity a relative motion between oU  and vU  
is considered, meaning that the net velocity of 
overflowing water becomes ( )vo UU − , whereas the 
vegetation flow has zero velocity. Applying the linear 
instability theory to this flow field, a dispersion 
equation relating the frequency of KH vortices to 
hydraulic and vegetative parameters is derived and is 
verified using experimental data.  

 
DISPERSION RELATION FOR KH VORTICES 

 
The vegetation density for the vegetation 

region can be calculated on the basis of the volumetric 
contributions of the stems and the surrounding water. 
The volume of a stem is ( )42hdπ . If the number of 

stems per unit volume is 21 ShΔ , then the volume 
occupied by plants in the vegetation region is 

( )22 4 Sd Δ= π . The remaining volume is occupied 
by water which can be expressed as 

( )[ ]22 41 Sd Δ−= π . The vegetation density can be 
written as 
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where 700=mρ kg/m3 is on average, the material 

density of wood and 1000=oρ  kg/m3 is the water 
density. Assuming irrotational flow and the two regions 
to be immiscible, a linearized inviscid analysis is 
applied. Due to instability, there are disturbances in the 
overflow as well as in the vegetation region which can 
be expressed as 

 

( ) '
1 ovo uUUu +−=  '

2 vuu =  (2) 

where '
ou and '

vu  are, respectively, the small vector 
disturbances in the overflow and vegetation. 
Substituting Eq. 2 into the conservation of mass 
equation 
 
 0' =∇ ou  0' =∇ vu   (3) 
 
and into the conservation of momentum equation 
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where vp  and op  are the dynamic pressures due to 
disturbance. The kinematic boundary condition at the 
interface can be defined as ( ) 0, =−= txzF i τ  
where zi is the height of interface from the channel 
bottom and τ  is the surface of the monami wave. For 
only vertical movement of disturbance, it becomes 
 

  0=∇+
∂
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t
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  (6) 

 
where U is the velocity which for the upper layer is 
( )vo UU −  and zero for the lower layer. Linearizing 
the equations, one obtains 
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Further, the dynamic free surface boundary condition 
provides equal pressure at interface, i.e., 

 

( ) τπρρρτρ g
S
dpgp omovoo ⎥

⎦

⎤
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
Δ

−+−=− 2

2

4
 at z = 0  (9) 
 

As a first order approximation, the disturbances are 
assumed to be of sinusoidal form,  
( ) ( ) ( )tkxi

vvoovvoo eZWPWPwpwp ωτ −= ,,,,,,,, , 
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where k is the wave number, and jr jωωω +=  is the 

wave frequency in which rω  is sinusoidal and jω  is 
monotonic, and j is the complex notation similar to i. The 
right side bracketed quantities are the amplitudes of the 
left side bracketed quantities. For developing vortices, 
which grow from the leading edge of the canopy to the 
fully developed steady state, 0〉jω , whereas for fully 

developed coherent vortices, 0=jω . Substituting the 
disturbances in Eqs. 4 and 5, one can write: 
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Similarly for Eqs. 7, 8 and 9, 
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Eqs. 10, 11, 12, 13 and 14 can be expressed in matrix 
form as:   
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For a non-trivial solution of Eq. 15, the determinant of 
the matrix is equated to zero. This provides 
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Eq. 16 is the dispersion equation for the interfacial 

periodicity. For neutral stability in which vortices are 
neither growing nor dampening, the entire square root 
term in Eq. 16 will be zero. Thus, the monami 
frequency for coherent vortices becomes      
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Eq. 17 provides a dispersion equation for the 
oscillatory motion at the interface of rigid canopy with 
which the frequency of vortices can be calculated.  

 
    
 EXPERIMENTAL VALIDATION 
 
The experimental data of Ghisalberti and Nepf 

(2006) was used to validate the model. Wooden stems 
(density ~ 700kg/m3) with varying frontal area per unit 
volume, 2Sda Δ= ( SΔ = stem spacing), ranging 
from 0.025 to 0.08 were used to represent the 
vegetation canopy. Measured velocities in the overflow 
and vegetation regions were used to calculate the 
observed frequency vortices, θUf 032.0=  (Ho 

and Huerre, 1984) where ( ) 2vo UUU += . The 

momentum thickness, mlt6~θ , was used, where mlt  
is the measured value of the mixing length and six is 
the constant factor. In the flexible vegetation, this factor 
is ~7 (Ghisalberti and Nepf, 2002) which for the rigid 
vegetation will be reduced as the momentum 
penetration is easier in flexible vegetation. Thus, a 
value of six was selected for the factor. The sensitivity 
of the factor was checked and found to be not affecting 
the computed match between observed and predicted 
frequencies. As the phase speed of vortices (C) is 
higher than the interfacial flow velocity (Ikeda and 
Kanazawa, 1993), the measured interfacial velocity was 
increased by 10% to get the phase speed and the 
corresponding wave number k was calculated using the 
measured frequency and phase speed. 

The predicted frequencies from Eq. 17 were 
compared with the observed frequencies, as shown in  
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Fig. 2. The trend of observed frequencies was simulated 
satisfactorily. The discrepancies in the predicted values 
may be due to the non-linear characteristics of the 
vortices observed in the experiments, including strong 
sweeps and weak ejections, which could not be 
captured by the linear theory. The theory assumes the 
overflow and vegetation regions to be immiscible, 
which is an approximation. Other sources of non-
linearity in real KH vortices include interactions 
between neighbouring vortices (Ikeda and kanazawa, 
1996) and three-dimensional effects (Finnigan, 2000).  
 

CONCLUSION 
 
      A theoretical framework for predicting the 
frequency of Kelvin Helmholtz vortices in flows 
through submerged vegetation is proposed. A two layer 
model is presented, where the two distinct regions of 
the flow, the overflow and the vegetated region, are 
analogous to layers of fluid of different density. Linear 
instability theory is used to develop a dispersion 
relationship for the vortices. As expected, the frequency 
of the vortices is found to be a function of the wave 
number, the net velocity difference between the 
overflow and vegetation regions, and the plant stem 
density. 
The model is validated using the results of laboratory 
flume experiments (Ghisalberti and Nepf, 2006). The 
predictions are accurate to about 20%, which is within 
the range of uncertainty expected for the linear 
instability theory adopted. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

This research gives some insight into the 
physical characteristics of turbulent flows through 
submerged vegetation. In particular, the paper provides 
a better understanding of the behaviour of fluid at the 
interface between the vegetation and overflow regions, 
which is important in predicting residence times, mass 
transport and the distribution of organisms. 
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Abstract: Recently, advanced high strength steels (AHSS) are becoming widely used in many 
applications in place of mild steels, especially in automotive part manufacturing, due to its low weight, 
high strength and fairly good formability. However, the unavoidable obstacle of AHSS sheet metal 
forming is springback, which is a result of elastic recovery and residual stress. The aim of this study is 
to determine proper process parameters enabling reduction of springback defects in AHSS forming 
process. In this paper, a U-shape and a Butt-shape forming were used to examine springback 
behaviors, which are springback angle, sidewall curl, and twist, through finite element analyses. 
Simulation numerical parameters affecting springback prediction, which are element size, number of 
integration poinnts through thickness, adaptive meshing, and mass scaling increase were investigated 
to identify suitable simulation numerical settings for accurate springback prediction. Then, the 
simulation model was applied to study effects of blank holder force on springback behaviors and 
formability of the U-shape and Butt shape forming in an attempt to find proper blank holder force 
profiles for springback reduction emphasized die design guidelines. 
 
Key words: Springback, AHSS, Stamping die designs 

 
1. Introduction 
 

 Recently, advanced high strength steels 
(AHSS) such as dual-phase steels are becoming widely 
used in many applications in place of mild steels, 
especially in automotive parts manufacturing, owning 
to its light weight, high strength and good formability. 
However, the unavoidable obstacle of AHSS sheet 
metal forming is springback, which is referred to as the 
geometry changes of a part after tool removal. In metal 
forming process, springbacks are mainly caused by 
residual stress distributions after elastic recovery both 
in plane and through thickness of product. The severity 
of that residual stress depends on sheet metal 
mechanical properties (E, YS and n-value), material 
thickness, die geometry (die & punch radii, tool 
clearance), as well as forming process parameters 
(blank holder force and part-die lubricity) used during 
forming. With severe spring back defects, AHSS part 
assembly are difficult if not possible at all due to each 
individual part geometric deviations. Consequently, 
inevitably die geometry and process parameters need to 
be adjusted in the expense of time and money. This 
paper focuses on shape fixation techniques based on 
proper application of blank holder force profiles 
determined through well-adjusted FE simulations. 
 Many studies have been carried out in various 
aspects of springback in sheet metal forming.  
 

Specifically, as for numerical simulation related issues, 
Xu [1], Li and Wagner [2], Maker [3], Shi et al. [4], 
Lee and Yang [5] Yao and Lui [10] found that FEM 
simulations of springback are much more sensitive to 
numerical tolerances than forming simulations. The 
numerical parameters include the number of integration 
point [1-5] [10], size of element [1-5] [10], adaptive 
angle in tolerance and minimum time step [10]. 
According to the literature review, the numerical 
parameters such as the size of element, number of 
integration through thickness and adaptive meshing 
tolerance degree can affect the accuracy of FEA 
simulation. In this paper, finite element analyses were 
conducted to study effects of simulation numerical 
parameters on calculation of springbacks and, thus, to 
define their suitable values for accurate springback 
simulation. The simulation model was then utilized to 
determine proper process parameters, i.e. blank holder 
force profiles, for reducing springback defects in 
AHSS, SPHC590, forming process. 
 
2. Methodology 
 
 In this study, simplified part geometries, which 
are U-shape and Butt-shape were used for forming and 
springback simulations. The geometry of U-shape 
resembling to rail components and pillar-like Butt-
shape were chosen to examine part springback angle,  
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curvature of sidewall curl, and twisting. The punch and 
die radii of the U-shape and Butt shape are 12 mm. 
which is 10 times of its thickness. Fig. 1 shows the 
geometry of U-shape and Butt-shape. 
 

 
 

 
 
Fig. 1: top) U-shape bottom) Butt-shape 
 
 Fig. 2 shows three types of springback, which 
are springback of wall opening angle (θ1), curvature of 
sidewall curl (ρ) and twist angle(θ2). 

 
 
 
 
 
 
 
 
 
Fig. 2: Mesurement for U-shape and Butt-shape 
   
 1θ  is an angle that a straight line passing through 
point A, C makes to the referenced vertical axis. ρ  is a 
curvature of the sidewall curl constructed by point A, B 
and C. 2θ  is a twisting angle that the part flange line 
makes to the referenced horizontal axis. 
 

3. Simulation 
 
3.1 Numerical Parameter Investigation 
 
 Dynamic explicit and static implicit finite 
element analyses of the part forming and the formed 
part springback were performed by Dynaform 5.5 code 
[7]. First, the forming simulation was done using 
dynamic explicit analysis. Then, the data obtained form 
the forming simulation such as blank property, stress ,  
plastic strain distributions and, deformed geometry, 
were saved to apply in the springback simulation using  
static implicit analysis. In forming and springback 
simulations, the blank was modeled with fully 
integrated shell element type having nine integration 
points along the thickness direction [7]. The material 
model was applied following the research work of 
Barlat–Lian [6], with isotropic hardening and m= 6. 
The dimension of initial blank is 350x50x1.2 mm. The 
material used in this study was SPHC 590 high strength 
steel sheets. The sheet metal mechanical behavior was 
characterized by tensile tests as shown in table1 below. 
Coulomb friction coefficient of 0.125 was assumed. A 
constant blank holder force profile of 10 tons was used 
to form the part in all the simulation cases. 

 
Table1 Mechanical properties 
 

Material t,mm E,GPa YS,MPa K,GPa n 
SPHC590 1.2 198.821 336.297 937.942 0.195 

 R0=1.372, R45=1.167, R90=1.543 
 
 An array of U-shape forming and springback 
simulations was conducted to investigate numerical 
parameters affecting accuracy of springback prediction. 
The procedure of numerical parameter investigation 
followed was to study one parameter at a time, shown 
in Fig. 3, in such an order that interactions between 
these parameters are made minimum. First, the effect of 
element size is investigated, and then a proper element 
size was chosen to analyze effect of adaptive 
remeshing. The proper element size and adaptive 
remeshing are chosen to further analyze effect of 
number of integration point. Then, effect of mass 
scaling (time-step size) was studied with a proper set of 
previously determined parameters. Finally, the proper 
set of all numerical parameters was determined to 
conduct simulation analyses determination of proper 
blank holder force profiles with confidence. 
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Fig. 3: Flowchart of numerical parameters simulation 
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Fig. 4 Effect of element size 
  
 Fig. 4 shows effects of element size and use of 
mass scaling on calculation of springback opening 
angle and curvature of sidewall curl. The effect of mass 
scaling was consistent; simulations without mass 
scaling predicted more springbacks than with mass 
scaling for all the element sizes considered. Generally, 
a no mass scaling model should give more accurate 
results, because it has no additional inertial force 
incurred by the added mass. The element size per 
turning degrees of tool radii is known to greatly affect 
accuracy of springback prediction as it can better 
represent part geometry when it becomes smaller but at 
the expense of increased computation time, Fig. 4. 
From the figure, springbacks seem to increase as the 
element size becomes smaller except at element size of 
3 degrees.  With the absence of experimental data, the 
size of element per 4 degree seems to be a proper 
choice considering it giving maximum springbacks at 
reasonable computational time (about one third of the 
simulation with element size of 3 degrees).  
 

Effect of adaptive angle tolerence 
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Fig. 5: Effect of adaptive angle tolerance 
 
 Fig. 5 shows effect of adaptive angle tolerance, 
by which the part mesh is refined when the angle 
between any adjacent elemental normal vectors exceed. 
In the case without mass scaling simulation, the 
springbacks were again larger than the case with mass 
scaling for all the adaptive angle tolerance. The 
springback predictions are stagnant at first but later 
become larger as the adaptive angle tolerance is much 
smaller; elements become smaller at a faster rate. The 
small adaptive angle tolerance of  1 degree is much 
more sensitive to part geometry based mesh refinement 
than  5 degree tolerance. Therefore, 1 degree tolerance 
is chosen as a proper adaptive angle tolerance. 
 

Effect of number of integration point 
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Fig. 6: Effect of number of integration point 
 
 Effect of number of integration point through 
thickness is shown in Fig. 6. With no mass scaling 
applied, springback angle prediction seemed somewhat 
constant while the curvature of sidewall curl increased 
slightly as the number of integration points increased. 
Interestingly, it can be found from the figure that the 
proper number of integration point is low for 
springback angle calculation compared to that of 
curvature of sidewall curl calculation. Considering 
computational time spent, in this case, the number of 
integration point of 9 was chosen to be proper. The 
simulations employing mass scaling clearly 
underpredicted the springbacks, especially when the 
number of integration point was larger than 125. 
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Fig. 7: Effect of minimum time step 
 
 Based on the simulation results up to this 
point, it is evident that simulations with mass scaling 
technique give erroneous springback prediction. 

However, it is usually more time-efficient to allow a 
careful application of mass scaling when adaptive mesh 
refinement is used to avoid too small of minimum time 
step leading up to extremely long computational time. 
Fig. 7 shows relationship of mass scaling increase and 
minimum time step, and their effect on springback 
prediction. The necessary minimum time step decreases 
as the mass scaling decreases requiring more 
computational time. Springback is predicted larger as 
minimum time step decreases. In this case, the 
minimum time step is 1.29E-07 sec when no-mass 
scaling is used. However, if only a small amount of 
mass scaling is applied (i.e. 70% mass increase) the 
necessary minimum time step is increased to 3.0E-07 
sec resulting in 50% computational time reduction but 
with similar springback prediction. Thus, minimum 
mass increase (i.e. less than 100%) or equivalent to 
necessary minimum time step of 3.0E-07 sec seems to 
be a proper numerical setting for the proceeding process 
simulations. 
 
3.2 Process Parameter Investigation 
 
 Effect of various Blank Holder Force (BHF) 
profiles on springback behavior and formability of the 
U-shape and Butt shape forming is investigated in an 
attempt to find proper BHF profiles for part springback 
reduction. Fig. 8 shows various profiles of BHF used in 
this study for both part geometries. Many researchers 
[8] [9] have suggested that proper part stretching during 
forming can reduce part springback. The underlying 
idea of these various BHF profiles is to determine when 
and how much to stretch the part through BHF action as 
to reduce part springbacks. All the numerical parameter 
settings determined previously were used here. 
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Variable BHF of Stoke Displacement
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Fig. 8: Constant blank holder force profiles (top) and 
variable blank holder force profiles (bottom) 
 

 All the trial BHF profiles can be grouped in 
two; 1) BHF is kept constant throughout the forming 
stroke – “constant BHF profiles”, and 2) BHF is kept 
constant up to certain forming strokes then increased 
linearly up to the end stroke – “variable BHF profiles”. 
For each part geometry all constant BHF profiles are 
bounded by the lowest BHF, which is 10 tons as it is 
the lowest BHF available in our hydraulic press, and the 
highest BHF, by which the part can be form without 
necking. It was found that the highest BHF is 20 tons 
for U-shape and 22 tons for Butt shape. Most of the trial 
variable BHF profiles run between these lowest and 
highest values of BHF applied in the cases of constant 
BHF. However, two variable profiles exceeding the 
highest BHF value were applied without any part 
fracture. 
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Fig. 9: Effect of constant BHF on U-shape 

 Fig. 9 shows effect of constant BHF profiles 
and corresponding part formability. The tendency of 
springback behavior was reducing. When blankholder 
forces increase springback and curvature of sidewall 
curl, the blank holder force was limited to 20 ton 
because higher values led to broken parts. The spring-
back angles θ

1 
and curvature of sidewall curl vary more 

substantially for smaller values of blankholder force. 
An increase of blank holder force from 10 ton to 20 ton, 
the %max thinning and %max plastic strain were 
increment. 
 

Effect of variable BHF on U-shape 
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Fig. 10: Effect of variable BHF on U-shape 
 
 Fig. 11: Effect of variable BHF profiles and 
correspondimg part formability. The tendency of 
springback behavior was reducing then the springback 
behavior was increment at 50% stroke. The variable 
blankholder forces were the most reductional 
springback behavior especially in cases 75%-high and 
90%. The value of %maximum thinning was reducing, 
when the stroke% was increment until 75%-low. In 
case 75%-high, the thinning was increment then the 
90% was reduce thinning. The % maximum plastic 
strain was reducing. When blankholder forces increase 
%maximum plastic strain. 
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Effect of constant BHF Butt-shape
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Fig. 12: Effect of constant BHF on Butt-shape 
 
 Fig. 11 shows effect of constant BHF profiles 
and corresponding part formability. The tendency of 
springback behavior was reducing. When blankholder 
forces increase springback and curvature of sidewall 
curl, the blank holder force was limited to 22 ton 
because higher values led to broken parts. The spring-
back angles θ

1 
and curvature of sidewall curl vary more 

substantially for smaller values of blankholder force. 
An increase of blank holder force from 10 ton to 22 ton 
The twists of flange θ

2
on channel side 5° can be 

reducing twist angle depend on blankholder force. The  
 

Effect of variable BHF on Butt-shape
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Fig. 13: Effect of variable BHF on Butt-shape 
 
thinning and plastic strains were increment percentage 
when the BHF increase force. 
 Fig. 12 shows effect of variable BHF. The 
springback angle was similar until case 75%-low, 
which are both of channel side angle increase. In cases 
75%-high and 90% stroke, the springback angles were 
decrease both of channel side. The curvature of channel 
side 0° was smaller at 0% of stroke and then increase to 
constant about 0.4, but the channel side 5° was constant 
0.4 and then raise up of curvature at 75%-low. In case  
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75%-high, the curvature of sidewall curl has high 
curvature and 90% the curvature of sidewall curl was 
lower than case 75%-high. The twist angle of flange 
could reduce twisting at 75%-high. The thinning and 
plastic were reducing at 0% to 75%-low of stroke. 
However, the thinning and plastic strain at 75%-high 
was higher than 75%-low but springback angle smaller 
than 75%-low. The effect of variable blank holder force 
can be reduce springback behavior, %maximum 
thinning and %maximum plastic strain better than 
constant blankholder force. 
 
4. Conclusion 
 
 The numerical parameters are affecting 
springback simulation accuracy. In this paper 
investigate numerical parameters influence springback 
prediction. 
  - The proper mass scaling and element size are 
very crucial. 
 - The number of integration point was 
important parameter, which is more the number of 
integration points. The springback behavior simulation 
was accurate simulation 
  - The minimum time step should be avoid 
small minimum time step, the minimum time step shall 
not exceed 3.0E-07. 
  - Proper levels of constant blankholder force 
can reduce springback behavior in U & butt shape, but 
the variable blank holder force can reduce not only 
springback behavior more than constant blank holder 
force but also %maximum thinning and %maximum 
plastic strain, which can be improve capability of parts 
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Abstract: This paper proposed applications of the Computer Aided Lighting (CAL) technology, so 
called “Ray Tracing Method”, which is widely used in various industries such as automotive lamp, 
building lighting, medical optics, display instrument, or aerospace. In this project, the ray tracing 
method was demonstrated and employed to calculate the illuminance, intensity, and beam patterns of 
recessed luminaires and tractor’s headlamp in order to assess their beam quality. Besides, the ray 
tracing method was applied to improve the beam quality of the lamps and explore the effects of 
geometry changes to the beam pattern of the lamp for specific lighting application. With ray tracing 
method, the beam quality of the lighting system can be effectively assessed in the early design stage 
prior to the generally costly prototype fabrication, which results in the fabrication cost reduction and 
the shorter trials and errors period. Furthermore, the conceptual methodology gained from this project 
can be applied on other complex lighting systems, especially automotive headlamp, for soothing the 
beam shift problem, which is taken seriously into account as a key criterion in automotive lamp design. 
 
Keywords: Ray tracing, luminaire design, headlamp design   

 
INTRODUCTION 

 
For lighting engineers, the science of light has been 

used to design various practical systems that control 
light and other forms of radiation of electromagnetic 
wave. The systems that engineers deal with include 
medical optics and laser, display instruments, 
luminaires, automotive headlamp, and many others. 
Recently, the Computer Aided Lighting (CAL) 
technology, such as ray tracing method, has become a 
very useful tool and widely used in the field of lighting 
design[1]. The ray tracing method has been developed 
for lighting design and calculation in order to simplify 
and speed up the design process to enable engineers to 
examine more aspects of system performance and to 
explore a larger number of solutions. 

In the past, the illumination of luminaire and 
headlamp is very difficult to calculate due to a number 
of reflective surfaces inside. To controlling the light 
distribution, the reflector design mainly depends on the 
measured data and experience of engineers. For 
instance, the efficiency and the basic parameters related 
to light distribution are stipulated, or the reflector 
geometry is assumed to be fixed, or the illuminance can 
be found approximately by the integral equations[2][3]. 
Consequently, the results obtain from those methods 

can neither express the intensity distribution directly, 
nor reflect the effect of the reflector geometry 
obviously. 

Nowadays, by using the ray tracing method, the 
interaction of light with optical and mechanical 
structure is able to simulate efficiently in a single, 
global, three-dimensional coordinate with any complex 
geometry. Light rays obey the geometrical optics[4] and 
can be split into reflected, refracted, and scattered 
components as they propagate through the system. Each 
ray proceeds independently, following the realizable 
path determined by relatively simple formulae, and 
sequentially or non-sequentially encountering the 
objects in the system. 

In this paper, the ray tracing method was employed 
to calculate the ray path, illuminance, intensity, and 
beam pattern of two study cases, a recessed luminaire 
and a tractor’s headlamp, in order to assess the beam 
quality of the initial models. Then, the simulation 
results were used as a guideline for redesigning the 
shape of reflector to improve their function and beam 
quality. Furthermore, the data gained from ray tracing 
method in tractor’s headlamp analysis could be adapted 
to use with finite element method to predict the failure 
due to the excessive heat within the headlamp, which is 
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taken seriously into account as a key criterion in 
automotive lamp design. 
 

MONTE CARLO RAY TRACING METHOD 
 

In ray tracing method, light is considered as an 
electromagnetic wave traveling through space. A light 
ray is defined as a line normal to the direction of wave 
propagation. A light ray or ray obeys the laws of 
geometrical optics and can be transmitted, reflected, 
and refracted through an optical-mechanical system 
following the Snell’s law as described below 
 2211 sinsin θθ nn =  (1) 
where 1n  and 2n  are the refractive indices of medium 
1 and 2, respectively, 1θ  is the incident angle of light 
ray with respect to the normal, and 2θ  is the refracted 
angle. 

For Monte Carlo ray tracing, the luminous flux of 
light source can be expressed with photon bundles P. 
The emission and direction of the luminous flux can be 
directly measured or determined randomly based on the 
emission characteristics of light source. The emitted 
photon bundles (rays) from the light source travel 
through the system following the ray paths determined 
by the law of geometrical optics. When each photon 
bundle encountering the surface, its reflection, 
refraction or absorption is determined with a random 
number. After each ray passes all of surfaces in the 
system, the illuminance E of each surface is calculated 
from the number of photon bundles 

 
A
F

P
PE
O

×=  (2) 

where PO is the total number of photon bundles emitted 
from the light source, P is the number of photon 
bundles intercepted by the surface, F is the total 
luminous flux of light source, A is the area of the 
surface. 

The principle of inverse square law is used in the 
simulation. The luminous intensity is related to 
illuminance, shown as the following, 
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where D is the distance between light source and the 
detector surface. 
 

SIMULATION PROCEDURE 
 

The simulation procedure for predicting the beam 
quality of lighting systems by using ray tracing analysis 
is shown in Fig. 1. Generally, at the beginning of the 
simulation process, the problem statement must be 
defined. In this step, the goal of design must be 

specified. This includes the dimension, weight, power 
consumption, heat generation, testing standard, and etc. 
Next, the materials and their optical properties such as 
the reflectance, transmittance or scattering 
characteristic must be defined. Then, the 3D CAD 
model of the initial geometry was built. Commonly, the 
initial geometry is obtained by the design of an 
engineer, the past designs of manufacturer, or from the 
technical patents. After that, the working or testing 
environment was set up for analysis. Then, the beam 
pattern, illuminance, and intensity distribution of the 
initial model were calculated with ray tracing method to 
evaluate their beam quality. Finally, the reflector shape 
is redesigned until the lighting system has a function 
and beam quality as the design specification. 

 
 

 

 
Fig. 1: Simulation Procedure 
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In this paper, a recessed luminaire and a tractor’s 

headlamp are used as study cases. For both lighting 
systems, the beam pattern and illuminance of final 
design were predicted by ray tracing analysis and 
compared with those of initial geometries to assess their 
beam quality instead of those time-consuming trials and 
errors and the costly physical testing.  

 

SIMULATION AND RESULTS 
 

Study Case 1 : Recessed Luminaire  
 

A twin 36W fluorescent recessed lamp (SL-T236L) 
with 2x11 cells louver and two reflectors are taken as 
the luminaire model. Fig. 2 shows a 3D CAD model 
and the overall dimensions of the recessed luminaire. 
The aluminum reflectors and louver blades have 95 and 
5 percent reflectance, consecutively. The 36W 
florescent lamp gives the luminous flux at 2250 lumens 
with day light spectrum. 

 
Fig. 2: 3D CAD model and dimension of the recessed  
 luminaire 
 

For ray tracing analysis, the CAD model was 
imported and material's optical properties including the 
surface characteristics of each component were applied. 
The simulation environment is set up following the 
testing standard. According to the testing standard, the 
recessed luminaire is installed at 2.7 meter height above 
the 10x10 m2 detector on the floor ground as shown in 
Fig. 3 and Fig. 4 shows the cross section of initial 
luminaire’s geometry. 
 

 
 

Fig. 3: Simulation set up following standard testing 

 
After launching the ray tracing analysis, the 

position and direction of a photon bundle is firstly 
calculated, this photon bundle is traced from the light 
source to the reflector surface until it leaves the 
luminaire and strikes on the detector. The ray paths of 
each luminous flux from the florescent lamp are shown 
in Fig. 5.   

 
 
 
 

 
 

Fig. 4: The cross section of initial geometry 
 
 
 
 
 
 

 
 
Fig. 5: The calculated ray paths of the light source and  
 reflector 
 
 
 

At the detector, the intersection of rays and 
detector surface are found and accounted for beam 
pattern, illuminance and intensity following the 
previous formulae. The beam pattern and intensity 
distribution of the initial geometry were reckoned out as 
shown in Fig. 6. From the simulation results, the 
maximum illuminance of the initial luminaire is 205.64 
lux at the center of the beam pattern and its intensity is 
not quite a bat wing distribution due to a down light 
characteristics. 
 
 
 
 
 
 
 

10x10 m2 Floor 

Height = 2.7 m. 

Recessed 
Luminaire 
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Fig. 6: The illuminance and intensity distribution of  initial model 
 
 

 
According to the requirement of manufacturer, 

the luminaire’s reflector was redesigned to obtain a 
bat wing intensity distribution in order to increase the 
illumination area. The previous ray path simulation 
suggested that the upper part of the reflector controls 
light incidented on the inner part of the beam pattern, 
while, the lower reflector controls the outter shape of 
the beam pattern. With those ray path data, the angle 
and length of the reflector surfaces can be altered to 
get the required beam pattern and intensity 
distribution. Fig. 7 shows the cross section of 
redesigned reflector compared to its initial geometry.  

 

 
Fig. 7: The cross section of redesigned reflector  
 compared to the initial geometry.  
 
Table 1: Comparison of the simulation results 
between the initial model and redesigned model 

 

 
From table 1, the illuminance and intensity 

distribution of recessed luminaire were changed. The 
redesigned model gives the bat wing distribution as 
required. However, the maximum illuminance 
reduces due to the wider distribution of light on the 
floor. Then, the redesigned model is used for 
prototyping and testing following the IESNA 
standard. In accord with the testing result, the 
maximum illuminance from testing is 178 lux, which 
is 2.2 % error comparing to the simulation value. In 
conclusion, the function of the recessed luminaire 
was improved with the acceptable illuminance values 
for the manufacturer.  
 
 
Study Case 2 : Tractor's Headlamp  
 

In this study case, the ray tracing and finite 
element method was applied to study the melting 
cause of headlamp's plastic covered lens as shown in 

 Initial Model Redesign Model 

Beam Pattern 

 
Max. Illuminance 205.64 lux 160.41 lux 

Intensity 
Distribution 

 

Initial Model Redesigned Model 
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the Fig. 8 below. The ray tracing method was 
employed to gain the ray path and illuminance data, 
then the finite element analysis was used to predict 
the failure of covered lens due to the thermal effect. 
 

 
 

Fig. 8: The melting of plastic covered lens 
 

Firstly, the original model of tractor's headlamp 
is imported and the optical properties, such as 
reflectance and transmittance, were applied. The 
headlamp system consists of 2.5 mm.-thick 
thermoplastic reflector part, the polycarbonate lens 
with 2 mm. in thickness, and the H4 Bulb 75/70 watts 
at an operating voltage 24 Volts. The 3D CAD model 
of the original headlamp system is shown in Fig. 9. 
 

 
Fig. 9: CAD Model for forward lighting analysis 

 
In ray tracing analysis, thermoplastic reflector’s 

surface is assumed to be an aluminized surface that 
reflects light at 96 percent. The polycarbonate lens 
has index of refractive at 1.591 and transmits light at 
85 percent for 2 mm. in thickness. A 4x6 m2 screen is 

located at the distance 5 meters from the lamp to 
receive rays and simulate the beam pattern. The 
surface of reflector and lens are assumed to be a well-
polished surface to neglect the effect of scattering. 
After tracing rays, the ray paths within the headlamp 
and its beam pattern were figured out as shown in 
Fig. 10. 
 

 
Fig. 10: The predicted ray paths and illuminance of  
              the headlamp 
 

Fig. 10 shows that most of the reflected rays 
focus on the surface of covered lens, while the 
discontinuity of beam pattern implies that the 
illumination of this original lamp model is quite 
unpleasant. With high and low beam filaments, the 
illumination on the working area is approximately 
75-175 lux, which is not enough for working. 
According to ray tracing analysis, the maximum 
illuminance value locates at the focus area of rays on 
the covered lens as shown by Fig. 11. Next, this 
illuminance distribution (in Watt/m2) on the inner 
surface of the covered lens was exported to map on 
3D finite element model as thermal load for heat 
transfer analysis. The exported data composed of the 
flux value (in Watt) of each incident ray, XYZ 
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Polycarbonate 
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H4 
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coordinate of each ray in global coordinate and the 
vector of ray direction. 
 

 
 

Fig. 11: The illuminance distribution on the inner  
 surface of the covered lens 
 

For thermal analysis, the covered lens of the 
original headlamp model was modeled as solids that 
transport energy by conduction. At the inner surface 
of the covered lens, temperature of the enclosed air is 
40 degree Celsius and at the outer surface of the lens, 
heat is naturally convected to the ambient air. By 
using interpolation function, the illuminance 
distribution gained from ray tracing analysis was 
applied as a heat flux boundary condition in the finite 
element model. The finite element model and the 
boundary conditions as described above were applied 
for the heat transfer analysis. At the ambient 
temperature, the heat transfer coefficient of air is 10 
W °C/m2. In Fig. 12, the melting area is shown by 
setting the display temperature from 111 to 144 
degree Celsius which is the melting temperature of 
polycarbonate plastic and then comparing with the 
melting covered lens sample from the field test. As 
shown in Fig. 12, the simulation result and the 
sample from field test are in good agreement. 
 

 
Fig. 12:Comparison of simulation result and thefield test sample 
 

According to analysis results above, the melting 
problem of covered lens is caused by the focus of 
reflected light. Therefore, the shape of reflector can 
be redesigned so that the reflected rays are distributed 
and do not focus at the covered lens as shown in Fig. 
13.  
 

 
Fig. 13: The ray paths of the redesigned headlamp 

 

 
Fig. 14:The beam pattern and illuminance of the  redesigned model 

Melting Area 

144.33°C  
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By using the proper parabolic based surface, the 

redesigned reflector can distribute the reflected rays 
better than the original model as shown in Fig. 14. 
The illuminance contour of redesigned model is 
continuous and beam pattern better illuminates on the 
working area with the increasing illuminance 
comparing to its original model.  

In the aspect of thermal analysis, the temperature 
distribution of redesigned model is quite pleasant. 
The finite element simulation result suggests that the 
covered lens can resist the excessive heat from the 
filaments, when switching on high beam and low 
beam filaments at the same time. The Fig. 15 
illustrated that the maximum temperature on the 
covered lens was reduced from 144.33 degree Celsius 
to 92.71 degree Celsius which lower than the melting 
temperature of the polycarbonate. 
 

 
 
Fig. 15: Temperature distribution on the covered lens  
 of redesigned model 
 

Consequently, the beam quality of this lamp was 
improved and the melting problem of plastic lens due 
to the excessive heat from the filament bulb was 
solved.  

 
CONCLUSION 

 
In this paper, the ray tracing method is 

demonstrated and employed to evaluate the beam 
quality of the lighting systems such as luminaire and 
headlamp. Engineers can determined the illuminance 
and beam pattern of those lighting systems in the 
early design stage. The information gained from the 
ray tracing method can give useful information on an 
optical redesign. Besides, with the integration of ray 
tracing and finite element methods, the optical and 
thermal performance of a lighting system can be 
predicted in the design step without involving the 
costly fabrication and testing of multiple prototypes.  
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Abstract: When bulk materials are deformed by forging processes, they will flow in perpendicular to 
the motion of tools direction and their shapes are also followed by the geometry of designed dies.  The 
limitation of forging processes depends on the tools life and the quality of finished products such as 
dies fracture, surface tearing and dimensional accuracy on workpieces.  In the current research work, 
some critical problems found in industry where fabricates agriculture engine parts by hot closed-dies 
forging process have been studied.  The main objective of this project focuses on the productivity 
improvement of such the product.  Under the manufacturing circumstance of 1250 units by average 
observed, wrinkles were occurred on the workpiece surface near the shoulder area of deformed part as 
well as cracks were taken place on and insight forging dies.  The closed-dies forging were made of 
SKD61 steel, which was hardened to the constant level of hardness about 56 HRC.  The material for 
workpiece was S45C.  The forging temperature was in the range of 1100◦C to 1250◦C and graphite 
was used as a lubricant.  In order to search the causes of such defects formation above in the products 
during deformation, this investigation emphasized on two process parameters: the radius values in the 
region of corner and fillet of closed-dies forging. The reason for this is that both parameters affect the 
material flow inside the dies.  From the numerical simulation results of forging processes obtained by 
employing the finite element (FE) commercial package called: MSC. SuperForge, it could be found 
that the material flow was improved when increasing the values of radius corner and fillet of forging 
dies.  It has also been seen that a maximum density of material flow was happened in the position near 
the edge radius corner of closed-dies.  With real experimental tests, in addition, it was shown that 
wrinkles occurred in the region around the shoulder of forged products tended to decrease with the 
increment of two process parameters mentioned, as well.  After modification of dies shape by 
increasing the values of radius corner and fillet about 12.5 percents, the good numerical predictions 
have been achieved.  However, when adding the blocker into such forging process, the results from 
simulation obtained showed that the deformation forces of finished dies tend to decrease.  Thus, 
forging dies can make the number of products more than 5,000 units  
 
Keywords: Production Efficiency Improvement, Hot Forging Processes, Finite Volume Method,  
                    MSC. SuperForge 

 
INTRODUCTION 

 
 The production processes in the industries have 
very high competition in the present market.  The 
objective is to meet all of customer satisfactions.  Hot 
forging process is one of the processes that have great 
competition; therefore, technical design should be 
studied in details to reduce the cost.  Mostly, the factory 
practices in solving manufacturing problems by trial 
 and error, which consumes much of the cost and times. 

 Consequently, the analysis for the flow of metal 
during the deformation had been applied by using 
computer program which described by mathematical 
equation.  The process parameters are designed and 
simulate in hot forging process in order to find out the 
suitable process conditions.  Thus, reduced costs, save 
production times, and less wasted materials can be 
achieved which further increased process efficientcy 
and product qualities. 
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FORGING THEORY AND METHODS 
 
 Forging is the process by which metal is heated and 
is shaped by plastic deformation by suitably applying 
compressive force. Forging refines the grain structure 
and improves physical properties of the metal. With 
proper design, the grain flow can be oriented in the 
direction of principal stresses encountered in actual 
use[1]. Grain flow is the direction of the pattern that the 
crystals take during plastic deformation. Physical 
roperties such as strength, ductility and toughness are 
much better in a forging than in the base metal, which 
has, crystals randomly oriented[2]. Most machines in 
forging are power hammer, eccentric press, or hydraulic 
press.  There are three different kind of forging which 
included: 
 
1.  Upsetting consist of blows that transfer the 

compressive energy to the outside of the product.   
Upseting increases cross-section by compressing 
the length of workpieces[3]. 

2.   Spreading is a slow squeezing action of a press, to 
transfer a great amount of compressive force to the 
workpiece. The finished product is a rough 
approximation of the die[3]. 

3.   Rising is impressions die forging and good 
precision are further refinements of the die surface.  
The finished part more closely resembles the die 
impression[3]. 

 
Comparision to Other Processes 
 
Advantages  
 
1.  Good mechanical properties 
2.  Reduced voids between grain boundaries 
3.  High productivities 
4.  Grain refined 
5.  Less wasted material 
6.  Moderate surface finish and dimension accuracy 
7.  Most material can be forged 
 
Disadvantages  
 
1.  Hot forging cause oxidation on part surface 
2.  High cost for tools and maintenance 
3.  Can not do complicated shape 
4.  Cost is higher than casting 
 
 
 

Forging Die Design 
 
 In the design of forging die, several parameters 
should be considered for ease of to metal flow, 
precision parts, and good surface, which descibed as 
follow[4]: 
 
• Draft angle on die all should be inclined which make 
possible removal of parts as shown in Fig. 1.   
Recommended draft angles are described in the 
following table. 
 

Material Draft Angle (º) 
Aluminum 0 - 2 

Copper Alloys 0 - 3 
Steel 5 - 7 

Stainless Steel 5 – 8 

 
Fig. 1: Draft angle in forging die design 
 
 
• Generous fillets and radius should be provided to aid 
in material flow during the forging process as shown in 
Fig. 2.  

 
Fig. 2: Radius of corner and fillet design in forging 

parts. 
 
 
Sharp corners are stress-risers in the forgings, as well as 
make the dies weak in service. Recommended 
minimum radiuses are described in the following table. 
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Height of 
Protrusion 

mm 
(in) 

Min. Corner 
Radius 

mm 
(in) 

Min. Fillet 
Radius 

mm 
(in) 

12.5 
(0.5) 

1.5 
(0.06) 

5 
(0.2) 

25 
(1.0) 

3 
(0.12) 

6.25 
(0.25) 

50 
(2.0) 

5 
(0.2) 

10 
(0.4) 

100 
(4.0) 

6.25 
(0.25) 

10 
(0.4) 

400 
(16) 

22 
(0.875) 

50 
(2.0) 

 
• Parting surface should be along a single plane if 
possible, else following the contour of the part. The 
parting surface should be through the center of the part, 
not near the upper or lower edges. If the parting line 
cannot be on a single plane, then it is good practice to 
use symmetry of the design to minimize the side thrust 
forces.   
• As in most forming processes, use of undercuts should 
be avoided, as these will make the removal of the part 
difficult, if not impossible. 
• Ribs should not be high or narrow; this makes it 
difficult for the material to flow. 
• A proper lubricant is necessary useful in preventing 
sticking of the workpiece to the die, and also acts as a 
thermal insulator to help reduce die wear. 
• Finish allowance for precise forge part in further 
finishing surface should be 0.3~0.8 mm. which depend 
on different type of materials and size.   
 
Tolerances: 
 
• Dimension tolerances are usually positive and are 
approximately 0.3 % of the dimension, rounded off to 
the next higher 0.5 mm  
• Die wear tolerances are lateral tolerances parallel to 
the parting plane and are roughly +0.2 % for Copper 
alloys to +0.5 % for Aluminum and Steel. 
• Die closure tolerances are in the direction of opening 
and closing, and range from 1 mm for small forgings, 
die projection area < 150 cm 2, to 6.25 mm for large 
forgings, die projection area > 6500 cm 2. 
• Die match tolerances are to allow for shift in the upper 
die with respect to the lower die. This is weight based 
and is shown in the the following table. 
• Flash tolerance is the amount of acceptable flash after 
the trimming operation. This is weight based on type of 
materials and part weight. 

Initial Billet Mass Calculation 
 ZGEA mmmm ++=  (1) 
    

which Am = initial billet mass (kg.) 

 Em = final part mass (kg.) 

 Gm = flash mass (kg.) 

 Zm = burned scrap mass (kg.) 
 

Forming Strain Rate  

 

0h
v

=ε
•

                           (2) 

which 
•

ε     = strain rate (s-1) 
  v    = blow velocity (mm/s) 
 oh = initial height (mm.) 
Forming Stress 

   

m.

1ff kk ε×=  (3)  

which fk    = initial stress / yielding for billet (N/mm2) 
(temperature dependence) 

 1fk   = final forming stress (N/mm2) 

 
•

ε       = strain rate (s-1) 

  m      = power coeficient 
 
Finite Volume Method, FVM 
 
 FVM handles basic regtangular element overall 
geometry as shown in Fig 3.  These othogonal 
component grids satisfy normal and tangential fields at 
interfaces for various differential equations that 
describes discretized problems.  Incontrary, finite 
element method FEM can represents better element 
nearly fit to geometry boundaries, which comsumes 
much of computational times[5]. 
 

 
Fig. 3: Element structure in finite volume method. 
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RESULTS AND DISCUSSION 
  
 The forging parts were used in the agricultural 
machines for “Rotor Boss” as shown in Fig 4.  The 
parts are made from steel S45C by hot forging process.  
Customers will order monthly for 4,500 pieces, which 
cost 47 baht per piece.  The initial billet has diameter of 
42 mm. and length 57.7 mm. which weights 0.627 
kilograms.  From the production reports, the factory 
found most of defect parts show in Fig 4. on November 
2006 were approximately 10 percent as follow: 
 

1. Wrinkle Overlap   267  pieces 
 2. Crack at corner   86   pieces 
 3. Out of Dimension  59   pieces 
 4. Unfilled part   38   pieces 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
   Fig. 5: Corner and fillet radius implemented on die. 

 
 
 
 
 
 
 
 
 
 
 

 

 
Fig. 4: “Rotor Boss” produced by hot forging.  Wrinkle 

mostly occurred at part fillet. 
 
 
 From this experiment, the corner radius was 
designed at 1.75 mm., which had acceptable machining 
tolerance, and the fillet radius was designed at 2.25 
mm. shown in Fig 5.  By increasing the radius, metal 
flow during die impression increased linearly as shown 
in Fig 6.  Thus the formability also increased as the 
radius increased[6] which favor metal force to squeeze 
excess materials to flash out through side gutter and 
reduced die impression pressure[7].  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
  
 
 
 
 
 
 



Proceedings of ASIMMOD 2009, January 22-23, Bangkok, Thailand 
 

 414

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig. 6: Results for material flow using finite program MSC.SuperForge. 
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Old Design Cost Break Down Details Cost (Baht) 

Customer Order  4,500 pieces  
Defected parts 11%   
Produced = 4,995 pieces/order 

 

Materials: S45C 
Dia. 42. x 6,000 mm  = 1,887 baht 
6,000 ÷ 57.7 = 98 pieces  
1,887  ÷ 98 = 19.255 baht/piece 
4,995 x 19.255  = 

 
 
 
 

96,178.73 
Die Cost = 53,500 baht 
Die Life = 5,000 pieces 
53,500  ÷ 5,000 = 10.70 baht/piece 
4,995 x 10.70 = 

 
 
 

53,447.50 
Labor Cost: 
Man Hour 8 hours/day = 280 baht 
1 piece produced for 8 seconds 
4,995 x 8  ÷ 60 ÷ 60 = 11.10 hours 
280 ÷ 8 x 11.10  = 

 
 
 
 

388.50 
Electricity: 
Electric cost 2.8 baht/Kwatt/hours 
Warm up 40 Hp machine 0.5 hour 
Included vat 7%: 
2.8 x0.746 x40 x 1.07 x (11.1+0.5)= 

 
 
 
 

1,037.05 
Machine depreciated cost: 3,000.00 
Total Cost  
Cost + 10% Accessories 

 
169,456.96  

Cost per pieces: 
169,456.41 ÷ 4,500  = 

. 
37.66 

Sale per order: 
4,500 x 47 = 

 
211,500.00 

Benefits: 
211,500 - 169,456.96 = 

 
42,043.04 

Break Even Point: 
169,456.96 ÷ (47 – 37.66) = 18,143 pieces 
 

CONCLUSION 
 

 From the experiment, hot forging had been analysis 
by using commercial software FVM program 
MSC.SuperForge. The modeling simulations were 
effectively describe the variation of design parameter 
that affected to forming process[8].  By varying fillet 
radius from 2 mm. to 2.25 mm. and corner radius from 
1.5 mm. to 1.75 mm., the metal flow during the 
deformation from 2.554 m/s to 2.821 m/s, which 
increase by 10.45 percent.  With redesign die, the 
wrinkle and others defects on parts greatly decreased 
from 11 percent to 6 percent.  Lower stress on die can  
be appreciated by longer die life from 5,000 pieces to 
6,300 pieces, which productivity increase 26 percent. 

New Design Cost Break Down Details Cost (Baht) 
Customer Order  4,500 pieces  
Defected parts 6%   
Produced = 4,770 pieces/order 

 

Materials: S45C 
Dia. 42. x 6,000 mm  = 1,887 baht 
6,000 ÷ 57.7 = 98 pieces  
1,887  ÷ 98 = 19.255 baht/piece 
4,770 x 19.255  = 

 
 
 
 

91,846.35 
Die Cost = 53,500 baht 
Die Life = 6,300 pieces 
53,500  ÷ 6,300 = 8.492 baht/piece 
4,770 x 8.492 = 

 
 
 

40,506.84 
Labor Cost: 
Man Hour 8 hours/day = 280 baht 
1 piece produced for 8 seconds 
4,770 x 8  ÷ 60 ÷ 60 = 10.60 hours 
280 ÷ 8 x 10.60  = 

 
 
 
 

371.00 
Electricity: 
Electric cost 2.8 baht/Kwatt/hours 
Warm up 40 Hp machine 0.5 hour 
Included vat 7%: 
2.8 x0.746 x40 x 1.07 x (10.6+0.5)= 

 
 
 
 

992.35 
Machine depreciated cost: 3,000.00 
Total Cost  
Cost + 10% Accessories 

 
150,388.19 

Cost per pieces: 
150,388.19 ÷ 4,500  = 

. 
33.42 

Sale per order: 
4,500 x 47 = 

 
211,500.00 

Benefits: 
211,500 - 150,388.19 = 

 
61,111.81 

Break Even Point: 
150,388.19 ÷ (47 – 33.42) = 11,074 pieces 
 In the production of Rotor Boss, total costs were 
169,456.96 baht, the part cost 37.66 baht, and the break 
even point was at 18,143 pieces for old die design.   For 
the redesign die, total cost was 150,388.19 baht, the 
part cost 33.42 baht, and the break even point was at 
11,074 pieces.  Thus the company could earn higher 
profits of 19,068.77 baht. Aided by FVM in the analysis 
of particular hot forging problem[9][10], common benefit 
can be achieved by increase the overall productivity,  
process efficiency,  and decrease trial and error time.  
The mechanical properties of part increase strength, 
more refine grain structure, and good surface 
fisished[11][12].  Thus the company was able to develop 
more technical skill designing more complicated parts 
in order to compete in the further market. 
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Abstract: The objective of this research is to study the effect of co-flow and counter-flow patterns in 
transport phenomena by taken into account temperature distribution along flow channels and mass 
fraction of hydrogen, oxygen and water from electrochemical reaction. The results are shown at two 
conditions i.e., 0.75 volt and 0.4 volt by taking into account the effect of electro-osmotic drag and back 
diffusion between anode and cathode. We found that at low current density co-flow gives slightly 
higher cell voltage than the counter-flow pattern due to better reaction, which reduces activation losses. 
On the other hand, at high current density, the counter-flow pattern gives higher voltage than the  
co-flow pattern apparently due to decrease in the concentration loss.  
 
Key words: PEMFC, Electrochemical reaction, co flow, counter flow    

 
INTRODUCTION 

 
Proton Exchange Membrane Fuel Cell (PEMFC), 

with its zero emission and numerous future commercial 
prospects, is a promising future energy technology.  
To develop an efficient fuel cell system, it is necessary to 
understand its underline mechanisms such as  
non-uniform concentration, current density distributions, 
high ionic resistance due to dry membrane, or high 
diffusive resistance due to the flooding on the cathode. 
These phenomena can cause performance loss. Water 
management is a key challenging problem in PEMFC 
design and operation. Effective water management is a 
criticalrequirement to operate PEMFC at high current 
density. Membrane in PEMFC needs to be fully hydrated 
to conduct ionic current thus low resistive loss. However, 
excessive water can result in flooding in the catalyst layer 
or the diffusion layer. In the worst case, water in form of 
liquid will block the reactant flow channels. Numerical 
simulation is used to predict transport phenomena such as 
velocity, pressure and temperature distribution as well as 
investigate hydrogen, oxygen and water concentration 
along the channels, which contribute to different of flow 
distribution. Our investigation covers co-flow and 
counter-flow configuration at low and high current 
density.      

 
Electrochemical Reaction in Fuel Cell 
 

 Fuel cell uses reactant gases in electrochemical 
process to generate electricity. The reaction could be 
explained as a hydrogen molecule flows into the channel 
and was broken into protons and electrons at the catalyst 
layer (on the surface of the catalyst) as shown in Eq. (1). 
The protons are carried through the membrane while 
electrons as negative current go through external load and 
ends up at the cathode side. At the cathode side, oxidation 

reaction takes place as an oxygen molecule combines with 
electrons and protons (hydrogen ion) and forming water 
molecules in vapor form as shown in Eq. (2). This process 
is called reduction. Thus, the products from the reaction 
are water and electrons. This process is shown in Fig.1 
 2   2 2H H e+ −→ +  (1) 

 2 24 4 2O e H H O− ++ + →  (2) 
 

 
 
Fig. 1 Diagram of Fuel Cell operation [4] 
 

Fuel Cell Efficiency 
 
Electrical energy is obtained from a fuel cell only 

when reasonable current is drawn. Actual cell potential is 
decreased from its equilibrium potential because of 
irreversible losses as shown in figure 2. Several sources 
contribute to the irreversible losses. The losses, which are 
often called polarization, over potential, or over voltage, 
originate primarily from three sources including 
activation polarization, ohmic polarization and 
concentration polarization, respectively. These losses 
result in cell voltage less than its ideal potential. 
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Fig 2 Fuel Cell Polarization Curve [4]  

 
The activation polarization loss is dominant at low 

current density. At this region, electronic barriers have to 
be overcome prior to the flow of current or ion. 
Activation losses show some increase as current 
increases. Ohmic polarization loss varies linearly with the 
current, increasing over the whole range of current 
because cell resistance remains essentially constant 
through out the current density region. Gas transport 
losses occur over the entire range of current density, but 
these losses become prominent at high limiting currents 
where it becomes difficult to provide enough reactant 
flow to the cell reaction sites. 

 
Mathematical modeling and computational Domain 

 
 The simulation based on conservation equation of 
mass, momentum, energy, current and species 
implementing on CFD software. The key elements of 
modeling are transport phenomena in porous media, 
heterogeneous reaction in porous electrodes and coupling 
between mass transport, electrochemical and current 
potential fields. 
    The Computational Domain includes anode and 
cathode flow channels, anode and cathode current 

collectors, anode and cathode Gas Diffusion Layers, 
anode and cathode Catalyst Layers and Membrane as 
shown in fig 3 and fig 6. In case of co flow, fuel and the 
reactant flow in same direction as shown in fig 4. 
Conversely, fuel and the reactant flow in the opposite 
direction in the flow channels as shown in  
fig 5.        
 In this section, we will present all governing 
equations involve in the process. First, the mass 
conservation equation can be written as Mass 
conservation 

msu =∇ ).(ερ  
Whereε is porosity, ρ  is mixture density and u  is 
velocity vector. 

ms  denote source terms corresponding to the 
consumption of hydrogen and oxygen in the anode and 
cathode, and the production of water in the cathode. 

2
:m H aws s s Anode side= +  

2
:m O cws s s Cathode side= +  

 

 
 
Fig 3 Computational Domain 

 
Fig 4 Schematic of Co-flow 

 
 

 
Fig 5 Schematic of Counter-flow 

 



Proceedings of ASIMMOD 2009, January 22-23, Bangkok, Thailand 
 

 419

 
Fig 6 Cross-section Schematic of PEM Fuel Cell 

 
 
Where subscript ‘a’ and ‘c’ refer to the anode and 
cathode respectively. 
 
 
Momentum conservation 

( ) ( ) uuu p u sερ ε εμ∇ = − ∇ +∇ ∇ +  
where p  is pressure, μ is dynamic viscosity 

us  denote source term based on Darcy’s law 

,ux uy uz
x y z

u u us s and sμ μ μ
β β β

= − = − = −  

where β  is the permeability. 
 And the energy conservation relation can be 
written as 

..( ) .( ) . T h
dp i ih uh q j S

t dt
ερ ερ ε η

σ
∂

+∇ = ∇ + − + +
∂

 

Where h  is mixture static enthalpy, i  is current 
density, TJ  is the transfer current, η is electrode over 
potential, σ  is electrical conductivity, hS  is latent heat 
of phase change and q  is heat flux due to thermal 
conductivity. The species diffusion equation above can 
be written as  

i iq k T J h= ∇ +∑  

where k  is the thermal conductivity, T  is the mixture 
temperature and iJ  is species diffusion flux. The 
species conservation equation can be written as 

( ) ( )eff
k k kkC D C sεμ∇ = ∇ ∇ +  

Where kC  is Molar concentration of chemical species 

 eff
kD is the effective diffusion coefficient and ks  

denote source term 

2

( , )
2k H CV

I x ys M A
F

= −  
2

: Hs  

2
( , ) ( , ) H O CV
x y I x y M A
F

α
−  : aws  

2

( , )
4 O CV

I x y M A
F

−  
2

: Os  

2
1 2 ( , ) ( , )

2 H O CV
x y I x y M A

F
α+

−  : cws  

where MH2, MH2O and MO2 are the molecular weight of 
hydrogen, water and oxygen respectively and 

( , )I x y is the local current density, F is Faradays 
constant, ( , )x yα  is the local net water transfer 
coefficient per proton and CVA is the specific surface 
area of control volume element in the domain. 
 Water management is a critical issue for the 
performance of a proton electrolyte membrane fuel cell. 
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The transport phenomena of water can be described as 
follows.  
 First, the water molecules are transported through 
the polymer electrolyte membrane by the hydrogen 
protons and this process is called electro-osmotic drag. 
In addition to the molecular diffusion and electro-
osmotic drag, water is generated in the cathode catalyst 
layer due to electrochemical reaction. 

1) Electro-osmotic water flux going through 
the membrane can be calculated from the proton flux 
going through the membrane, given by the specified 
current density and Faraday law as 

2
( , )2
2H O d

I x yj x n
F

=  

dn  is  Electro-osmotic drag coefficient which depend 
on water activity as follow 

2 190.029 0.05 3.4 10dn xλ λ −= + −  
where λ  represents water content of the membrane 
described as 

2 30.043 17.81 39.85 36 ;0 1k k k ka a a aλ = + − + < <
14 1.4( 1) ;1 3k ka aλ = + − < <  

where ka is water activity 
( , )

;wk
k sat

wk

x p x y
a k is Anode or Cathode

p
=  

Where sat
wkx and p are water mole fraction and 

saturation pressure at each electrode respectively 
therefore  

5 2
10

7 3

log 2.1794 0.02953 9.1837 10

1.4454 10

satp T x T

x T

−

−

= − + −

+
 

2) For the back diffusion flux, the water 
formation at the cathode results in a gradient in the 
water content between the cathode side and anode side 
of the membrane. For PEMFC, this gradient causes a 
water flux back to anode side which is superimposed to 
the electro-osmotic flux. This back diffusion is 
expressed as following water flux as 

2H O w
dJ xD x

M dz
ρ λ

= −  

where ρ  is the dry density of electrolyte, M  is 
electrolyte equivalent weight, z is the direction through 
the membrane thickness and WD  is water diffusion 
coefficient therefore 

1 1exp(2416 ( ))
303w

cell
D D x

Tλ= −  

where  
1010 ; 2Dλ λ−= <  
1010 (1 2( 2)) ;2 3Dλ λ λ−= + − ≤ ≤
1010 (3 1.67( 3)) ;3 4.5Dλ λ λ−= − − < <

101.25 10 ; 4.5D xλ λ−= ≥ .  
 The model assumptions we adopted in this paper 
are  
1) Steady state  
2) Laminar flow  
3) Isothermal 
4) Incompressible fluid 
5)Butler-volmer equation is used describe 
electrochemical 
    reaction. 
 
6)  Reactant species include 2H , 2O , 2N  and 2H O  
      (vapor) were considered. 
7) The volume of liquid 2H O  was assumed to be  
     negligible in the domain. 
 8) The gravity effect was negligible. 
 
Table 1 Model parameters 

Parameters value 
Channel width ( )mm   0.8 
Channel high ( )mm  0.6 

Channel length ( )mm  125 
Rip width ( )mm  0.8 

GDL thickness ( )mm  0.21 
Catalyst thickness ( )mm  0.012 

Membrane thickness ( )mm  0.036 
Operating pressure ( )Mpa   0.1 
Operating temperature ( )K  353 

 
Results and discussion 

 
     Based on the computational result of the temperature 
distribution along the channels at the cell potential of 
0.75 volt in both co-flow and count-flow cases, we 
found that the temperature in anode flow channel is 
higher than cathode flow channel. The higher 
temperature could be the result of higher specific heat 
and velocity of hydrogen. 
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(a) 

 
(b) 

 
Fig 7 Temperature distribution at 0.75 volt 

             (a)Temperature distribution of Co-flow  
                      (b)Temperature distribution of Counter-flow 
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 Electrochemical reaction occurred at the cathode side in shown in fig 7. The temperature distribution of hydrogen in 
the co-flow pattern was higher initially then it decreased gradually. In contrast, the temperature in the counter flow 
configuration does not decrease along the length of the channel as illustrated in fig 7a and 7b. The mass fraction of 
hydrogen and oxygen gas was slightly decreased along the channel. We also noticed that the hydrogen gas in co-flow 
configuration was diffused with higher amount than in the counter flow pattern, while the water mass fraction at anode 
was increased due to the water diffuse though the membrane from cathode side. Water mass fraction at cathode side was 
decreased along the flow channel as shown in fig 8.  
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Fig 8  Mass fraction along channel of co and counter flow   at 0.75 volt 

                                                   (a) Hydrogen mass fraction along channel 
                                                   (b) Oxygen mass fraction along channel 
                                                   (c) Water mass fraction at anode catalyst layer 
                                                   (d) Water mass fraction at cathode catalyst layer 
 
 Temperature distribution along the channels, mass 
fraction of hydrogen and oxygen, and water mass fraction 
of both flow configurations at the cell potential 0.4 volt 
are shown in fig 9 to 10. At cell potential equal to 0.4 
volt, we found that the counter-flow pattern yield more 
even temperature distribution in the high temperature area 
comparing with the co-flow pattern.  

We also found that high temperature occurred around 
membrane, catalyst layer and GDL especially in cathode 
side (the highest). As we known that the water product 
takes place at this area, thus this heat is reasonably the 
result of formation and latent heat of water. 

 



Proceedings of ASIMMOD 2009, January 22-23, Bangkok, Thailand 
 

 423

 
 

(a) 
 

 
 

(b) 
 

Fig 9 Temperature distribution at 0.4 volt 
                                                                          (a) Temperature distribution of co-flow 
                                                                          (b) Temperature distribution of counter-flow 
 
 We also found that the hydrogen mass fraction was 
decreased gradually along the channel in anode side 
especially in case of counter flow. In this case, hydrogen 
as well as oxygen was consumed more than co flow. This 
is due to the higher electrochemical reaction. The water 
mass fraction in the anode side was  

increased gradually along the channel due to the effect of 
water back diffusion from the cathode side. Meanwhile 
the higher water mass fraction was occurred at the 
cathode side due to the effect of electro-osmotic drag and 
the water formation from electrochemical reaction. When 
we compare water mass fraction of co and counter flow, 
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we found that the water mass fraction at the cathode 
catalyst of the counter flow was higher than the co flow, 
which implied that it achieved better reaction. 
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Fig10 Mass fraction along channel of co and counter flow  at 0.4 volt 
                                                          (a) Hydrogen mass fraction along channel 
                                                          (b) Oxygen mass fraction along channel 
                                                          (c) Water mass fraction at anode catalyst layer 
                                                          (d) Water mass fraction at cathode catalyst layer 
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Figure 11 IV Polarization Curve 

 
 
 In Fig 11 is shown the comparison between IV 
Polarization Curve of Co-flow and Counter-flow patterns 
in low current operating condition. The result shows that 
the co-flow pattern gives slightly higher cell voltage than 
the counter-flow pattern. The reason may due to better 
reaction resulting in the reduction of the activation losses. 
On the other hand, at high current density, we found that 
the counter-flow pattern gives better cell performance 
than the co-flow pattern. This could be due to the counter-
flow pattern can reduce concentration losses at high 
current density. 
 

Conclusion 
 

In this paper, numerical simulations are used as a tool 
to investigate the transport phenomena of Proton 
Exchange Membrane Fuel Cell. The study includes the 
temperature distribution of hydrogen, oxygen and water 
concentration along the flow channels. Particularly, co-
flow and counter-flow patterns were studied at the 
operating potential of 0.75 and 0.4 volt. The results show 
that at low current, co-flow pattern gives slightly higher 
cell voltage than counter flow due to better reaction. We 
also found that at high current density the counter-flow 
pattern has higher cell voltage than co-flow pattern 
obviously due to the reduction of concentration losses.         
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Abstract: The investigation of Al, Ca, Cr, Co, Au, Ir, Fe, Pb, Ni, Pd, Pt, Si, Ag, Ta and W have been 
done to calculate the atomic scattering factors, structure factors, refraction effects, energy resolution to 
identify the good monochromatic behavior of thirteen elements. We have also considered the effect of 
temperature on the atomic scattering factor of every element by using the formula f = f0 e-M. The results 
have been utilized to design a suitable monolithic monochromator which would provide a fixed 
wavelength device. Silicon is found to be the best selection out of all the thirteen elements. All X-ray 
tube wavelengths can be replaced by silicon monolithic monochromator in synchrotron X-ray beam 
line. We have designed the mono chromator corresponding to the X-ray tube wavelengths of λ = 
0.711Å (Mo Kα), 0.632Å (Mo Kβ), 1.542Å (Cu Kα), 1.392Å (Cu Kβ), 1.790Å (Co Kα), 1.621Å (Co 
Kβ), 2.291Å (Cr Kα) and 2.085Å (Cr Kβ) by simply choosing the (h1,k1,l1) and (h2,k2,l2) indices of 
Silicon.  
Keywords: scatter, refraction effects, monolithic monochromator 

 
INTRODUCTION 

 
The high power associated with the X-ray beams 

generated by the third generation synchrotron radiation 
facilities has created new challenges in the design of the 
beam line components that intercept the X-ray beams. 
The challenge is especially critical in the design of the 
monochromators, which must provide acceptable 
performance under the thermal load of the X-ray 
beams. Research activities in the development of 
monochromators for more stable and less complicated 
beam lines has led to examination of many aspects of 
the monochromators design[1]. In synchrotron radiation, 
it is of high importance to have the fixed wavelength 
for lattice parameter determination and many solid state 
experiments. We can get the any desired wavelength by 
tuning the Bragg angle of Si (111) in general. X-Ray 
tubes has a wavelength ofλ = 0.711Å (Mo Kα), 0.632Å 
(Mo Kβ), 1.542Å (Cu Kα), 1.392Å (Cu Kβ), 1.790Å 
(Co Kα), 1.621Å (Co Kβ), 2.291Å (Cr Kα) and 2.085Å 
(Cr Kβ). We intended to obtain those wavelengths from 
synchrotron radiation X-ray beam line. From this point 
of view we have considered 13 elements to characterize 
them in terms of their structure factors, effect of 
temperature factors on atomic scattering factors[2] by 
using the equation f = f0e-M, refraction effects, and 
energy resolution. We have calculated all these factors 
and effects. Finally we found silicon is the best choice 
for the monochromator. In addition, monolithic 

structure gives the stability of the wavelength. Finally 
we have designed the monolithic monochromator 
corresponding to the X-ray tube wavelengths, perhaps 
for the first time. 
We select a monochromator from its four 
characteristics, which are discussed below: 
 

• Effect of Temperature Factor on the atomic 
Scattering Factor 

 
The thermal vibrational amplitude of the atom will 

have an affect on X-ray scattering[3]. We need any 
quantitive information about the temperature factor e-

2M, but it is convenient to describe the calculation. 
Formally, we allow for the effect by defining f as the 
atomic scattering factor of an atom undergoing thermal 
vibration, f0 as the same quantity for an atom at rest, 
and relating the two by,  f = f0 e-M. 
 

• Resolution Provided by the Monolithic 
Monochromator (MM) 

        
   The full width at half maximum (FWHM) of the 
reflection range of MM is also determined by the 
dynamical theory of diffraction & is given by[4]: 
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Where χe is the classical electron radius, Fh is the 
atomic structure factor, Vc is the volume of the unit cell, 
λ is the wavelength, C is the polarization factor & c=1 
for σ polarization & C = cos 2θB for π polarization 
vector. We note that (γg/γo) = 1 for symmetric 
reflection. The energy resolution is given by  Δλ/λ or 
ΔE/E = cotθ Δθ 
Then from equation (1), 
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• Refractive Index 

 
For the correction of wavelength measurement, 
refractive index plays an important role. The refractive 
index is defined as the ratio of the phase velocities in 
vacuum & in the medium c/vq because vq is complex, 
we get complex refractive index μc. The partial 
refractive index for q-type electron[4]: 
 
                                             

qqqiqqc ii βδμμμ −−=−= 1,,                                                                   
 

qq δμ −=1 is the real part of qc,μ . The unit 

determent qδ gives the departure of qμ from 1 for x-
ray frequencies. 
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For the X-ray frequencies (w>>wq) 
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For X-rays being dispersed by crystals, the unit 
determinant δ is a small positive quantity & 

),(11 raysxfor −≤−= δμ [in the glass 
prism 1≥μ ]. It follows that for x-rays the medium of a 
crystal is less dense than a vacuum. If NA = 6.0225x1023 
is Avogadro’s number, A = Atomic weight, Z = Atomic 
number, ρ = density, then the above equation gives with  
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• Structure Factor Variation in Lower & 
Higher Indices       

 

The resultant wave scattered by all the atoms of the 
unit cell is called the structure factor, because it 
describes how the atom arrangement, given by uvw for 
each atom, affects the scattered beam. The scattered 
factor, designated by the symbol F, is obtained by 
simply adding together all the waves scattered by the 
individual atoms. If a unit cell contains atoms 1, 2, 3… 
N, with fractional coordinate’s  u1 v1 w1, u2 v2 w2, u3 v3 
w3, … and atomic scattering factors f1, f2, f3, …., then 
the structure factor for the hkl  reflection is given by 
 

F = f1e2πi(hu
1
+kv

1
+lw

1
) + f2e2πi(hu

2
+kv

2
+lw

2
) +f3e2πi(hu

3
+kv

3
+lw

3
) 

+… 

 
This equation may be written more compactly as  
 

Fhkl  =    ∑fne2πi(hu
n

+kv
n

+lw
n

)      

                                  

where the summation extends over all the N atoms of 
the unit cell. We have calculated the structure factor for 
the thirteen elements (Al-W). From Table-4, we find 
the lowest value of the structure factor for Si(111) = 40.7, 
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thus provides the good energy resolution from other 
elements. 

 
MONOCHROMATOR SELECTION 

CALCULATION 
 

(1) Atomic scattering factor with and without the 
effect of temperature factor 

Table 1, represents the difference ‘Δf’ of atomic 
scattering factor with and without the effect of 
temperature factor, at the end point of the curves. 
Silicon is found to have the lowest Δf as shown in Fig-
1. 
Table 2,3 & 4 represents the calculation for energy 
resolution, refractive index correction and structure 
factors for the elements Al, Ca, Cr, Co, Au, Ir, Fe, Pb, 
Ni, Pd, Pt, Si, Ag. 
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Fig. 1: Silicon graph 
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Table 1: Difference of atomic scattering factor with 
              and without the effect of temperature factor  
              line(Δf) 
 

Name of the elements (Δf)Difference between 
last two points 

Cu 3.27 
Al 1.3 
Ca 3.28 
Ir 6.24 
Fe 2.04 
Ni 2.44 
Co 2.22 
Pb 23.50 
Si 0.71 
Au 13.23 
Pd 5.33 
Pt 8.89 
Ag 7.72 

(2) Energy Resolution: 
 

Table 2: calculation for energy resolution 
 

Element Δθ  for 
lower indices 

Δθ  for 
higher indices 

Cu 4.12 (111) 2.48 (420) 
Al 3.23 (111) 1.27 (422) 
Ca 1.18 (111) 0.43 (444) 
Ir 10.10 (111) 11.21 (422) 
Fe 3.21 (111) 2.08 (420) 
Ni 3.80 (111) 3.76 (420) 
Co 3.59 (111) 2.93 (420) 
Pb 6.74 (111) 2.92 (620) 
Si 0.80 (111) 0.48 (444) 
Au 9.26 (111) 9.23 (333) 
Pd 5.58 (111) 4.37 (422) 
Pt 9.77 (111) 7.40 (422) 
Ag 5.19 (111) 5.44 (333) 

 
 

(3) Refractive Index Correction: 
 
 
 
 
 
 
 
 

Table 3: calculation for refractive index correction 
 

Element Refractive Index  ‘δ’ 
Cu 2.61x10-5 
Al 8.35x10-6 
Ca 4.90x10-6 
Ir 5.80x10-5 
Fe 2.35x10-5 
Ni 2.6x10-5 
Co 2.58x10-5 
Pb 2.9x10-5 
Si 7.44x10-6 
Au 4.96x10-5 
Pd 3.3x10-5 
Pt 5.5x10-5 
Ag 2.9x10-5 

 
(4) Structure Factor Variation for Lower and 

Higher Indices 
 
Table 4: calculation for Structure Factor  

 

Element F for lower 
indices 

F  for higher 
indices 

Cu 88.3 (111) 44.3(420) 
Al 88.4 (111) 16.7 (422) 
Ca 632 (111) 28.4 (444) 
Ir 246.2 (111) 150.2 (422) 
Fe 70.3 (111) 40.2 (420) 
Ni 77.2 (111) 42.55 (420) 
Co 73.7 (111) 41.1 (420) 
Pb 280.8 (111) 168.0 (620) 
Si 40.7 (111) 18.9 (444) 
Au 256.8 (111) 153.4 (333) 
Pd 139.7 (111) 80.4 (422) 
Pt 249.7 (111) 153.9 (422) 
Ag 145.4 (111) 81.5 (333) 

 
CRYSTAL DESIGN 

 
 The starting point of our Monolithic 
Monochromator design is the Bragg’s law. In order to 
obtain suitable wavelength from Monolithic 
Monochromator, we solve the following equations: 

λ1 =2d1sinθ1(1−
1

2sin θ
δ

)                                                 

λ2 =2d2sinθ2(1−
2

2sin θ
δ

)                                                 

θ1+θ2+β0 = π                                                                   
λ1=λ2                                                                               
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Solving the four equations yields after 
simplifications, we get 
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where δ represents the refraction related 

correction and β0 is the interplanar angle between the 
two planes, d1 and d2 are the two lattice planes of 
monochromator and θ1 and θ2 are corresponding two 
Bragg angles in vacuum. Monolithic monochromator 
crystal design  MMCD computer program[4] can 
generate different wavelengths using (h1, k1, l1) & (h2, 
k2, l2). We can generate this planes using Bragg 
equation 2d sinθ = nλ. Several monolithic 
monochromators of wavelengths λ = 0.711Å (Mo 
Kα), 0.632Å (Mo Kβ), 1.542Å (Cu Kα), 1.392Å (Cu 
Kβ), 1.790Å (Co Kα), 1.621Å (Co Kβ), 2.291Å (Cr 
Kα), 2.085Å (Cr Kβ) are designed by the Si of 
suitable lattice planes. In silicon we can find the 
lattice parameter a = 5.431061 Å. Now one can 
design the monochromatic crystal using the 
parameters given in Table-1. As an example, 
designing of 0.711Å (Corresponds to Mo Kα) 
monochromator is given below: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2: Design of Si monolithic monochromator for 
             λ = 0.711Å 

 
 

RESULTS AND DISCUSSION 
 
 From all the studies, we select the silicon is 
the averaging best monochromator for its various 
characteristic properties as it has low temperature 
effect, it has a low ∆θ, it has a lower value of 
refractive index and structure factor. We have 
designed the monolithic monochromator by using the 
Silicon element. For the replacement of X-ray tubes, 
various design parameters and lattice planes (h1 k1 l1, 
h2 k2 l2), are given below (Table 5): 
 
Table 5: Design parameters and lattice planes 
 

λ = λ1 = λ2 θ1 θ2 β0 h1k1l1 h2k2l2 

0.711Å  
(Mo Kα) 480 410 910 8 8 0 8 6 0 

0.632Å 
 (Mo Kβ) 510 380 910 9 7 7 7 7 3 

1.542Å 
 (Cu Kα) 650 240 910 6 2 0 2 2 0 

1.392Å  
(Cu Kβ) 640 250 910 7 0 0 3 1 1 

1.790Å  
(Co Kα) 600 290 910 5 1 1 3 0 0 

1.621Å  
(Co Kβ) 580 310 910 4 4 0 2 2 2 

2.291Å  
(Cr Kα) 650 240 910 3 3 1 1 1 1 

2.085Å 
 (Cr Kβ) 530 360 910 3 3 0 3 1 0 

 
CONCLUSION 

 
 X-ray tubes are very expensive. In X-ray tube we 
get the wavelengths of 0.711Å (Mo Kα), 0.632Å (Mo 
Kβ), 1.542Å (Cu Kα), 1.392Å (Cu Kβ), 1.790Å (Co 
Kα), 1.621Å (Co Kβ), 2.291Å (Cr Kα) and 2.085Å 
(Cr Kβ) respectively. Now, we replace all the tubes 
by simple silicon. If we cut a monochromator of 
(880) and (860) planes of silicon, we can get the 
wavelength of 0.711Å using the synchrotron 
radiation, thus solve the purpose of X-ray tube of 
(Mo Kα) source. Thus all tubes are replaced by 
Silicon monolithic monochromator. Now from this 
study, one can design the monochromator using the 
parameter given in Table 5 and replace the X-ray 
tubes according to one’s need for the experiment. 
  

Incident 
beam 

Diffracted 
beam 
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Abstract: In this paper, we analyze a comparative study of low phase noise Voltage Controlled 
Oscillator (VCO) and propose a design of novel oscillator. Band pass filters can contain harmonics, 
which are integrated into a co-design with an oscillator to improve the phase’s noise and harmonic 
rejection. The proposed oscillator/band pass filter gains a phase noise of -130.1 dBc/Hz/600 kHz and 
harmonic rejection of 37.94 dB and 40.85 dB for the second and third harmonics, respectively, as 
compared to results achieved by the oscillator before co-design of -101.6 dBc/Hz/600 kHz and 21.28 
dB and 19.68 dB. Best result measures from the study of propose design.  
 
Keywords: Co-design, oscillator, band pass filter, phase 

 
INTRODUCTION 

 
The design of modern RF transceiver, the carrier 

noise performance and harmonics rejection of the local 
oscillator are major consideration due to the narrow 
frequency spacing between communication channels. 
Some methods are now available to improve 
performance, such as adding an active feedback 
circuit[1], using the common-emitter configuration for 
the transistor[2], and employing transistors with low 
noise factor[3][4].  
 With the development of RF integrated technology, 
co-designs between RF circuits or between circuits and 
antennas have proposed and used in RF end designs 
which essentially changes the structure of a circuit. It 
combines the function of the circuits and reduces the 
connection between the components. In this paper, an 
oscillator and two band pass filters are co-designed to 
improve the phase noise and harmonic rejection of the 
oscillator. The measured results show that the relative 
harmonic rejections are 37.94 dB and 40.85 dB for the 
second and third harmonics, respectively, and the phase 
noise reaches up to -130.1 dBc/Hz/600 kHz. 
 

COMPARATIVE STUDY 
 

A lot of researchers already have done about the 
improvement of phase noise. Here is a comparative 
study of phase noise is shown bellow: 

 
 
 

Freq 
(GHz) 

Core 
Pdd 

(mW) 
PN (DBc/Hz) FOM Ref 

4.4 21.6 -119 178.5 [7] 
5.5 5 -116 183 [8] 
5.6 2 -114.6 186 [9] 
5.35 7 -117@1MHz 183.1 [10] 
5.8 8.1 -110@1MHz 176.2 [11] 
4.39 14 -

117.8@1MHz 
179.6 [12] 

5.8 5 -112@1MHz 180.3 [13] 
5 13.75 -114 @1MHz 176.6 [14] 
5 3 -120.42 

@1MHz 
189 [15] 

1.55-
1.95 

16.25 -134.0 
@900kHz 

-
187.4 

[16] 

1.46-
1.81 

10 -134.0 
@900kHz 

-
189.8 

[17] 

2.80-
4.55 

27 -142.0 
@3MHz 

-
183.3 

[18] 

3.31-
4.83 

10.5 -127.5 
@1MHz 

-
187.7 

[19] 

 
  

CO-DESIGN AND SIMULATION 
 

Fig. 1 shows the schematic diagram of the 
oscillator circuit and bandpass filters I and II. Filter I, 
which is used to replace the output match circuit and to  
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suppress the harmonics of the output signal, is formed 
by C1, C2, C3, L1, L2, and L3. Bandpass filter II is 
composed of C5, C6, C7, L8, L9, and L10 and is as a 
substitute for the oscillator resonator and to suppress 
the harmonics in the feedback circuit. The S21 of filters І 
and II are shown in Fig. 2. The results show that the 
two filters with a center frequency of 1.2 GHz can 
suppress the second, third, and fourth harmonics. A 
commercial software designer (Ansoft) [20] is used to 
simulate the entire circuits, and the harmonic balance 
simulation results are shown in Fig. 3. Before co-
design, the harmonic rejections for the second and third 
harmonics are 20 dB and 17dB, and the phase noise is -
119.0 dBc/Hz/600 kHz. After co-design, the 
corresponding values for harmonic rejection are 48.5 
dB and 38.6 dB, and a typical phase noise level of -
137.5dBc at an offset frequency of 600 kHz is 
observed. Obviously, the co-design suppresses the 
harmonics and improves the phase noise significantly. 

 

 
 
Fig. 1: schematic diagram of the oscillator circuit and  
           bandpass filter 

 

 
 

Fig.2: S21 of the filters I and II 
 

 
 
Fig.3: simulated phase noise of the oscillator except at  
           the edge of alite phases. 
  

EXPERIMENTAL RESULTS 
 

The measured output spectrum and phase noise are 
shown in Fig. 4, respectively. Good agreement between 
the measurement and simulation results has been 
achieved. As shown in Fig.4, phase noise levels of -
101.6 dBc/Hz and -130.1 dBc/Hz at an offset frequency 
of 600 kHz are observed for the oscillator before and 
after co-design respectively. 
 

 
 

Fig.4: measured phase noise of the oscillator 
 

CONCLUSION 
 
 In this paper, we presented an oscillator-bandpass 
filter design, which improves the phase noise 
characteristic and harmonic rejection of the oscillator. 
The phase noise was -130.1 dBc/Hz/600 kHz. Best result 
measures from this design. The results demonstrate that an 
oscillator-bandpass filter design can significantly 
improve the phase noise and the quality of the output 
signal. 
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Abstract: This paper presents an optimal gait generation algorithm for a hexapod robot with 
hexagonal structure. Typical body structures of hexapod robots are analyzed. Various constraints like 
stability, foot force, leg workspace and leg collision that affect the walk, are taken into consideration to 
maximize the stroke of a leg during direction phase by making it pass through the center of workspace. 
The gait generated extracts maximum stroke length subject to the constraints, with the legs on ground 
during locomotion. Finally, an algorithm is developed for omni-directional navigation for a hexapod 
robot.  
 
Keywords: Optimal gait generation; walking machine; Hexapod 

 
INTRODUCTION 

 
The better rough terrain mobility of omni-

directional walking machines over wheeled vehicles has 
generated a significant research interest in the 
development of walking robot. Control duty for a 
walking robot involves leading execution of a 
command for walking, without losing stability and 
continuity of motion. Due to the complexity involved, 
the control duty has been split into levels such as 
higher-level controller and lower level controller. The 
higher level interprets the operator commands to 
actuator motions for the specified body motion. These 
actuator motions are then converted into actual 
movements of legs and body by the lower level 
controller. In order to make the machine omni-
directionally navigated, it is required to make the 
higher-level controller more competent. This paper 
presents the development of higher-level controller 
algorithms for omni-directional walking of a hexapod 
robot. 
Some problems of free gait generation were identified 
by researchers in various ways. The geometric 
approach[1] of varying gait parameters like stroke, duty 
factor relies on the modeling capabilities thus restricted 
to a particular direction. A constraint based approach 
can be useful for the robot and its environment taken 

into consideration while formulating the constraints. 
The behavior based approach[2] integrated with 
planning has its capability dependent upon the reaction 
time of the  machine, which may be critical when a 
heavy vehicle is moving on a highly unstructured 
terrain where reaction time needs to be very small. 
Graph search and hierarchical approach[3]-[5] rely on a 
rule base to trim several less promising branches at a 
decision making stage. 
 

 
 
Fig. 1: The walking hexapod robot 
  

DESCRIPTION OF THE WALKING ROBOT 
 

The walking machine under consideration, 
hexapod robot, is shown in Fig. 1. The walking 
machine has six legs arranged axe-symmetrically 
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around a vertical axis passing through the center of the 
body. It stands 6 feet tall and is having a mass of 1 kg. 
Each leg has three degrees of freedom vertical, 
horizontal, and twirl. The limits on leg movements in 
these directions define the three dimensional workspace 
in which direction the leg can be moved. Our task here 
is to design a higher level controller strategy for 
effective and efficient omni-directional walking of the 
hexapod robot. 

The higher-level controller optimizes the way to 
move the feet (the servos) in order to achieve the 
motion of the body. 

The higher level controller was developed[6] [7] 
which are capable of generating straight line motion 
along any direction motions about any point with a free 
gait. For maximizing stroke of the legs in each case, it 
determines optimal foot locations for straight line and 
circular motions of the body. The algorithm is also 
capable of generating total motions for any directional 
paths concatenated with hexagonal structure.  
 The above strategy is applicable only for two types 
of body orientations. One in: which the body 
orientation is kept fixed and the-other in which the 
body orientation is always in the direction of the 
tangent to the path traced by the body center. The more 
general motion of the body should allow the body 
orientation to change independent of the path of center 
of mass. 
 

THE CENTRAL IDEA 
 

When a tripod is to be placed on the floor to 
start a stance phase, we need to decide where exactly 
each foot of the legs has to be placed within its 
workspace. The importance of this decision is that some 
choices of the foot location lead to short strokes, 
forcing the tripod to be lifted very soon after it starts 
the stance and consequently forcing the tripod in the air 
to be brought down quickly. Foot placements, which 
maximize stroke, are useful, but difficult to determine 
exactly, especially when the gait is not regular. The 
main contribution of this work is an algorithm for 
determining foot placements, which lead to relatively 
large strokes. We do this by ensuring that each foot 
passes through middle of its workspace during the 
stance phase. Fig. 2 illustrates this idea. 

 
Fig. 2: Stance motion passing through mid position of  
            workspace 
 
 The middle position of the workspace is shown as 
point M. We ensure that the path of the foot during 
stance passes through this point at all stance motions. 
The extent of stance motion on either side of pint of M 
is determined to maximize the stroke, subject to 
constraints like stability margin, foot force limit, 
workspace limits and avoiding collision amongst legs. 
 

GAIT GENERATION 
 

We assume that the x and y (horizontal) 
components of body center and the orientation, θ angle 
have been specified as functions of a dummy 
parameter. A useful dummy parameter is the distance 
along the curve representing body motion in the three 
dimensional space of x,y,θ. At each point of motion, we 
have to ensure that stability margin is sufficient, force 
on each foot is not beyond its limit, each foot is within 
its workspaces, and no two legs are colliding. 

When starting, we assume that one tripod is in 
stance phase, with each foot at the mid point of its 
workspace. We first determine all the stance motions of 
the two tripods, and then join the adjacent stance 
motions with smooth transfer motions of the feet. The 
crucial algorithm is that of determining the touch down 
foot locations for a tripod for starting a stance. The 
basis of this algorithm is to estimate the instance at 
which the feet of the tripod arrive at their respective 
mid points, so that the touch down points can be 
obtained by working backwards in time. The estimate 
mentioned above is modified to ensure that there is 
sufficient overlap between two tripods. This uses the 
information about the instance at which the previous 
tripod is lifted. The algorithms for touch down and lift 
off are described in detail below. The dummy 
parameter used for specifying body motion is L. We 
consider discrete values of L to make the algorithm 
faster. 
 
 
 

 Workspace of 
a leg 
 
 
 
 
Stance motion 
of the leg 
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A. Algorithm for determining touchdown position 
The problem of determining the touchdown 

position can be solved iteratively as follows.  
 

1. Let the value of L at which the current tripod 
(assume 2-4-6) is getting lifted be Le. Let the 
specified overlap between the stance motions of 
two tripods be (in terms of number of intervals n_o 
of L) n_o ▲L. Then the value of L at which the 
next tripod has to be placed is L1 =Le – n_o ▲L.  

2. Choose an estimate Lm, the instant at which the 
tripod to be put down (1-3-5) will reach its mid 
stance position. 

3. Determine the motion of feet of the tripod 1-3-5 
from the respective workspace midpoints at Lm, 
backwards in time, till the first occurrence of 
violation of any of the constraints (Fig. 3). 

 
                                               Iteration for Lf 

  
   Overlap          Lm 1-3-5 
     
          L1         Le   

  2-4-6 Lifted 
 
  1-3-5 Placed 
 Body Motion 

 
Fig. 3: Representation of hack iteration to obtain the 
            touchdown position L1. 
 
4. Let the earliest violation of constraints be at Lf. We 

calculate the correction required on the initially 
selected Lm as DL = Lf-L1. This is the amount by 
which the calculated touchdown position is 
different from the required value.  

• If DL is negative and less than DLT in 
magnitude (a tolerance), no adjustment is 
required on Lm and proceed to step 5 

• If DL is negative and greater than DLT in 
magnitude, more stride is possible than 
our initial guess of Lm, and we can 
increase Lm by DL and repeat step 4. 

• If DL is positive, new smaller Lm is 
calculated as Lm = Lm-DL and step 4 is 
repeated.  

 We now have the correct Lm such that when the 
tripod touches down at L1, no constraint is violated till 
 
 
 

Lm. The sequence of foot positions, generated from 
mid stance to touchdown, is stored. Note that for 
forward body motion, the legs move backwards in body 
coordinate frame, so while back iterating for Lf, the 
legs move forward for checking the limits. 
 
B. Algorithm for determining the liftoff position 
  Here we determine how far a particular 
support tripod can move the body forward. Starting 
from mid stance position Lm, we find an instance 
where first violation of any of stability constraint, 
workspace constraint, foot force constraint or collision 
constraint occurs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4:  Flow chart for algorithm of determining 
             touchdown position 
 
 

 
 
 
 
 
 
 
 
 
  No 
 
                                                    Yes 
 
 
 
 
 
  No           Yes  
 
 
 
         No             Yes 
 
 
 
     Yes       No  

L246 lifted - Overlap= 
L123 Touchdown=L1 

Lm 135 Estimate 

Trace Lm L1 

Constraint 
Violation 

DL=Lf-L1 

DL>0 

DL<0 

|DL|<|DLT| 

Touchdown position L1 to Lm 
stance motion 

Lm=Lm+DL 
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            Leg axis 
 
 
 
     
             Transfer Leg
  
                  Support
                    Leg 
 
 
           Leg axis 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5: Flow chart for algorithm for determining Liftoff 
           position 
 

This instance would be marked as a liftoff 
instance Le, for that support pattern. Thus this 
algorithm determines the value of the parameter L at 
which the tripod has to be lifted and the stance motion 
from mid stance to liftoff. 

The above two algorithms provide the stance 
motion for the body, where each leg passes through its 
middle position of its workspace during the stance 
phase. Determination of positions of the feet of a tripod 
during stance is based on the known body motion and 
the position of the three feet in world coordinate frame 
at touch down. When the body undergoes a known 
displacement from its touch down position, the stance 
feet remain fixed at known positions in the global 
frame. Coordinate transformations are then used to 
obtain the positions of the stance feet in the robot’s 
body fixed coordinate system. We now describe how 
the constraints are calculated. 
 
C. Determination of stability margin 

Stability margin is defined as the least distance 
from the vertical projection of center of mass on ground 
to the convex hull formed by the feet on ground. We 
compute the distance of center of gravity from all sides 
of support pattern. The minimum of the three distances 
is the stability margin. This should be more than a 
specified minimum stability margin.  
 
D. Determination of reaction forces of stance feet 

The design of the walking robot and its feet is 
based on the condition that a leg would be able to bear a 
weigh equivalent to 1kg anywhere within its 

workspace. Given the set of tripod positions with 
respect to body frame during stance motion and the 
mass and payload of the machine, we, calculate the 
reaction forces coming on the feet. A support motion 
remains feasible if the reaction forces of the feet are 
within the specified limits. 
 
E. Checking foot workspace limits 

The legs of the machine need to be in their 
respective workspaces during stance as well as transfer 
phase. We define certain workspace for each leg 
depending on their kinematics constraint and examine 
whether the leg remains within that by a margin called 
workspace margin. Limits are put on all three direction 
movements of the leg, radial, swivel and vertical. The 
foot position is transformed into its leg coordinate 
frame in radial coordinates and is examined to satisfy 
the limits. 
 
F. Algorithm for determining collision among legs 

This algorithm detects whether there is any 
collision between two neighboring legs while following 
a specific path with certain sequence of foot positions. 
For checking collision between legs, we examine some 
critical points of a leg. We identify the outermost points 
of a leg depending upon whether the leg is stretched or 
folded. The potential collision situation can occur when 
a leg is touching down and its neighbor is ready to be 
lifted, i.e., in the overlap portions of the motion. We 
follow following steps 

• Find out whether a leg is folded or stretched 
i.e. examining the radial distance of thigh and 
the foot tip. 

• Express the critical points of a leg in its 
neighbor’s leg reference frame as shown in 
Fig. 7, for the global scene as Fig. 6. 

• Check whether the critical points are outside 
the collision margin polygon PlP2P3P4 as 
shown in Fig. 7. 

 
 
 
 
 
 
 
 
 
 
 
Fig. 6: Global scene of legs at the critical moment 
 

 
 
 
 
 
 
 
 
 
         Yes              No 

  

Lm

Le estimate 

Trace motion Lm Le 

Satisfy 
constrains 

Le=Le+(Le-Lm) 

Stance motion Lm to 
Le liftoff position 
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P1 

P2 

P4 

P3 

 Thus a touchdown position is collision free if there 
is no collision for all three support legs and 
corresponding brackets. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7: Points on a leg expressed in its neighbor’s leg  
            reference frame 
 
 
G. Determination of transfer motion  

After determining all stance motions, transfer 
motions of feet are determined as smooth curves joining 
a liftoff to next touch down. The transfer paths of feet 
have to be within their respective workspaces. We have 
the Limits on radial, swing and vertical movements of 
the legs due to workspace and kinematics’ constraints. 
We know the xyz coordinates of a leg at the time of 
liftoff and touchdown; we convert this position in 
respective radial coordinates, and fit a curve between 
these two radial positions, which will represent the 
radial leg motion in transfer phase. Similarly we fit a 
curve for the swing motion, keeping position and 
velocity continuity at liftoff and touchdown. While 
generating the transfer motion in vertical direction we 
keep an extra constraint that the leg should get lifted by 
a specified amount. This transfer motion generated in 
radial coordinates is convened to xyz coordinates and is 
checked motion thus we have a transfer motion with 
minimum of swing, radial and vertical movements. 
Combined motion of all the transfer legs constitutes the 
transfer motion for the tripod. 
 At the beginning and at the end of motion, we 
assume that the tripod in transfer phase has feet at their 
mid stance raised position. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8: Flow chart for transfer motion generation 
 
 
 The above sections described the planning of leg 
trajectories in terms of position and distance traveled. 
This motion is in terms of the parameter L of the walk. 
Now we need to convert this motion with respect to 
time, in order to determine terms like speed and 
acceleration of travel. An earlier 'developed algorithm[7] 
for controlling speed of motion of the machine, 
determines the exact variation of parameter L with 
respect to time so that the potentiometer limits are 
satisfied. Fig. 9 gives the flow chart of gait generation 
algorithm. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

(XYZ) Liftoff  
(XYZ) Touchdown 

Inverse Kinematics 

(xyz) Liftoff 
(xyz) Touchdown 

Fitting the transfer motion 

Forward Kinematics 

Transfer motion in XYZ frame 

Leg 2 

Leg 1 
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Fig.  9: Flow chart of gait generation algorithm 

 
 

CONCLUSION 
 

 The problem of optimal gait generation for a six 
legged walking machine, hexapod, is addressed here. 
An algorithm, which generates near maximal stroke 
tripod gait, has been developed for walking on regular 
terrain. Limits on minimum stability margin, maximum 
foot force, foot motion and collision between adjacent 
legs are considered for generating the gait. The 
algorithm is capable of generating leg trajectories for 
complex paths with body allowed to turn while 
walking. The algorithm can be used with minor 
modifications, for generating regular gaits like wave 
gait and for free gaits, and also for walking on inclined 
planes and steps. Walking on irregular terrain would 
require some substantial extensions. 
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_____________________________________________________________________  
Abstract: Present study describes turbulent diffusion in the flow through flexible vegetation subject to 
waves and current for the cases with and without waves. For the no-wave (current-only) case, the 
flexibility in the stems causes lateral vibration of stems as a response to the current which increases the 
magnitude of turbulent diffusion over that in flow through rigid stems. In the presence of waves, the 
stems-scale eddies are found to be enhanced which can better be approximated by stem-spacing scale. 
This increase in the scale of eddies further increases the magnitude of turbulent diffusion over no-wave 
case. A mathematical model is proposed as an estimator of the total diffusion in wave-current-flexible 
vegetation in which the effects of waves and stem vibration are included in separate parameters. If 
wave amplitude made zero, the model predicts the non-wave diffusion and for no vibration, it predicts 
the diffusion in rigid vegetation.   
 
Keywords: Turbulent diffusion, flexible vegetation, wave-current flow 
__________________________________________________________________________________ 

  
INTRODUCTION 

 
Environmental flows are often turbulent in 

nature with a range of sizes or scales of motion which can 
be conceived as an alternate cycle of expanded large-scale 
eddies that shrinks to small scale in time under viscous 
dissipation. Presence of vegetation further breaks the 
eddies to the scale of stem diameter but enhances the 
turbulence within entire canopy (Nepf, 1999). The 
magnitude of the vegetative turbulence depends on the 
flow depth and the density of vegetation (Nepf and 
Vivoni, 2000), the rate of growth of vegetation by 
incident light by sediment re-suspension (Burd and 
Dunton, 2000) and deposition owing to the reduced bed 
shear (Ward et. al., 1984; Leonard et. al., 1995). The 
reduced eddy scale weakens the macroscale diffusion 
relative to un-vegetated channel (Worcester, 1995; 
Ackerman and Okubo, 1993). The velocity distribution 
using Prandtl’s mixing length approach has been derived 
by Carollo et al. (2002) who also proposed a relation 
between velocity and turbulent intensity. The vertical 
turbulent diffusion has been observed to be higher around 
interface and lower in above and below it (Shimizu et al. 
1992). Apart from the rigid vegetation, the flexibility in 
the vegetation also affects the flow structure (Patil et al., 
2006). Kouwen and Unny (1973) proposed a parameter to 
calculate  hydraulic roughness using flexible plastic 
sticks. Tsujimoto and Kitamura (1998) proposed a 
parametric solution for the flow through flexible  
canopy using procedure of Shimizu and Tsujimoto (1994) 
for rigid vegetation. The bending increases the  
 

 
local frontal area, which increases effective stem 
density at the top of the canopy. The rubber-made 
flexible stems used in the present experiments show 
transverse vibration under unidirectional flow. Dye 
study is conducted to quantify additional turbulent 
diffusion due to this transverse vibration. Total 
diffusion as an addition of stem-scale diffusion, 
mechanical diffusion and stem-vibration generated 
diffusion shows agreement with the results of present 
experiment conduced on semi-flexible vegetative 
flow.  

Apart from the vegetation, surface waves 
that often exist due to the ubiquity of wind shear, 
may also contribute in the turbulence (Zeidler 1976). 
The experiments are therefore extended to study the 
turbulent diffusion in wave-current-vegetation flow 
which generally exists in nature. A flow study on 
wave-current flow in vegetation (Ota et al. 2004) 
suggested that the drag coefficient (Cd) of current-
vegetation is too large to simulate wave-current-
vegetation flow. They obtained Cd = 0.6 to simulate 
the profile in flexible vegetation. Patil (2008) 
proposed an empirical expression for longitudinal 
dispersion in wave-current-vegetation. In this paper, 
the depth-wise velocity profiles and turbulence have 
been measured and by conducting dye studies, an 
empirical expression for turbulent diffusion 
coefficient for wave-current-vegetation flow is 
proposed. The results of this study will improve the 
understanding of the hydrodynamics and pollutant 
mixing in the combined wave-current-vegetation 
flow.  
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EXPERIMENTS 
 
Laboratory experiments are conducted in a 0.3 m 

wide self-contained tilting flume with smooth steel 
bottom as shown in Fig 1. Water from the upstream end is 
passed through the energy dissipaters to generate uniform 
flow which is also controlled by adjusting the tailgate at 
the downstream end. The surface fluctuations are 
absorbed by baffle walls to get a smooth water surface. 
Wave generator is located after these walls to generate 
progressive surface waves for wave-current-vegetation 
experiments. The wave reflection from the tail end is 
avoided by allowing them to pass over the tail gate 
without reflecting back. Temperature fluctuation during 
experiments is noted within 20C. Two vegetation models 
are imitated with 150mm long semi-flexible rubber rods 
and dimensionless densities (ads) = 0.04 and 0.07 

( 2S
d

nda s
s Δ
== ; n is the number of stems per unit 

area, stem diameters ds = 6mm and 8mm respectively and 
stem spacing SΔ =30mm). These densities are on the 
higher side of the range observed by Gambi et. al. (1990) 
in salt water and Kadlec (1990) in fresh water so as to 
observe higher limit of possible turbulence; the lower 
limit will tend to the diffusion in bare-bed channel. The 
stems are fixed in a square grid on 2.4m long plexiglass 
board, extended from wall to wall to avoid elevated flow 
near the walls. Model is placed sufficiently away from the 
flume inlet to avoid the interference of initial turbulence. 
The drag in the beginning of vegetation reduces 
downstream by the wake turbulence and delays the point 
of separation. As a result, flow velocity becomes steady 
towards downstream. For the current-vegetation case, the 
flexible stems reveal transverse vibrations of which the 
amplitude and frequency of vibration increases with 
increase in flow velocity. However in wave-current-
vegetation, these transverse vibrations are observed to be 
not intense because of the dominant wave-induced orbital 
motions in the longitudinal flow direction. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Dye study for the current-vegetation flow is 
conducted in the rear part of the vegetation model 
where the flow velocity attains steady state to avoid 
initial transition. The same location is used for the 
wave-current-vegetation cases by passing surface 
waves. The turbulent range of wake structure in the 
canopy is maintained by assuring stem Reynolds 
number (Re= Uds /ν) ≥ 200 (ν is the kinematic 
viscosity) (Tamura et. al.; 1980) in all experiments. 
Depth-wise velocity profiles are measured using 
Ultrasonic Velocity Profiler (UVP) with five 
transducers spaced vertically to cover the complete 
flow depth. In case of dowel impedance, two or three 
dowels are displaced to clear the optical path of the 
UVP. All these velocities are averaged to get a 
vertically averaged vegetative flow velocity 

 where 1u  to 

5u  are the velocities measured by five transducers. 

The vgU  is related to the uniform velocity on bare-
bed before entering in vegetation (U), using a 
vegetative parameter ( )sad1−  as  

 
( ) 137.81 svg adUU −=   (1) 

where the parameter 8.137 is estimated using least 
square method. Eq. 1 provides the flow velocity in 
bare-bed channel if ds →0. Further, for the very high 
density, ds ~ ∆S reflects total blockage of flow, for 
which ads = 1 that provides Uvg →0 as expected due 
to total blockage of the flow. Eq. 1 shows good 
correlation with the observed values of the mean 
vegetative velocities (Fig. 2). To conduct dye study 
for the measurement of turbulent diffusion, a solute is 
prepared by adding 50ml of 100-fold 20% active 
Rhodamine dye in 10 liter ambient water. Solute is 
injected through an outlet of a 5mm vertical glass  
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Fig. 1: Experimental set-up for turbulent diffusion experiments  
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tube perforated by 0.5mm holes in the flow direction. The 
outlet is placed at the mid-width and is 1.5m from the 
canopy front to assure it is in steady state flow field. The 
solute is sampled laterally for a total duration of one 
minute for each run from the mid-depth and measured 
continuously using fluorometer with data-acquisition 
system. The sampling transect is located sufficiently away 
from the outfall to ensure linear dependency of the lateral 
variance on x. The turbulent diffusivity is estimated by 
fitting the experimental data on the theoretical gaussian 
profile using least square technique (Fischer, 1979).  

For wave-current-vegetation flow, waves of 
various configurations are generated on uniform flow. It 
is ensured that the stems are emergent at all times above 
wavy surface. The sampling procedure is repeated and the 
amplitude and period of waves in the region of the outfall 
and transect are measured using ruler and stopwatch 
respectively. The wave damping between outfall and 
sampling points is neglected as the distance between them 
is short. 

 
TURBULENT DIFFUSION IN CURRENT-

VEGETATION FLOW 
 

For the rigid vegetation, Nepf (1999) proposed 
an expression for turbulent diffusion as an addition of the 
stem-scale turbulence and the mechanical diffusion occur 
in the flow paths through stems. For the flexible stems 
used in this study, it is observed that the current makes the 
stem to vibrate laterally which helps eddies to further 
amplify and enhance turbulence. Nepf’s expression has 
been modified to include this vibration-generated 
diffusion. To begin with, the lateral equalised force per 
unit mass (Liu, 1991) is given as 

( )22
0 ωω −= vv XP   (2) 

where angular frequency of the material 

10 2 Nπω = , 
s

ss

m
IE

d
N 21

56.0
=  in which Es = 

6.01×105 is the modulus of elasticity for rubber 
material used to simulate stems, Is is the moment of 
inertia of the stem, ms is the mass of the stem per unit 
length in which the total mass of the stem = 7.8 gm, 
all estimated in the laboratory. Further, 22 Nπω =  
is the observed angular frequency of vibration during 

experiment in which 
vT

N 1
2 = . Xv and Tv are the 

amplitude and period of the vibration respectively, 
measured during the experiments.  

The kinetic energy is estimated on the basis 
of the balance between the work input by vibration-
generated wakes and the dissipation. Also it is 
assumed that the turbulence due to vibration is 
homogeneous within the canopy. Thus, the kinetic 
energy can be estimated based on the dissipation rate 

12/3 −= st dkε  (Tennekes and Lumley, 1990) as 
3/1

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
≈

v

v
vst T

X
Pdk       (3) 

where (Pv Xv )/Tv is the work input to vibrate the 
dowel in which (Xv /Tv) is the dowel velocity. The 
characteristic length scale of the turbulence i.e. stem 
diameter is assumed to remain same in vibration-
generate turbulence. The resultant turbulent diffusion 
now can be determined by multiplying stem diameter 
to both side of Eq. 3 as  

s
v

v
vsst d

T
X

Pddk
3/1

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
≈  (4) 

The left hand side quantity is the turbulent diffusion 
owing principally to the vibration-generated 
turbulence. As Pv is always positive, the kinertic 
energy will always more in the vegetation with 
flexible stems than in the rigid stems. In other words, 
it is independent on canopy density ads if the stem 
diameter is constant.  
  Finally, Eq. 4 is added to that propsed by 
Nepf (1999) to get the total diffusion as 
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  Fig. 4: Observed UvgV/s Eq. 8 
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where, D is the total turbulent diffusion and DC is the 
bulk drag coefficient calculated from force balance 
equation  as   
 
 

( )
x
ddgU

d
dadCUCad

s
sDbs ∂

∂
=+− 22 5.01  where 

 
Cb is the bed drag coefficient. The second bracket on the 
right hand side is the mechanical diffusion analogous to 
the porous media. The value of Ψ = 0.0038 is estimated to 
get the best fit by maintaining original values of α =0.81 
in Nepf’s cylinder model (1999). The compatibility of Eq. 
5 can be accessed in Fig. 3 which shows good correlation 
between the observed and the predicted values of 
diffusion. The diffusion in rigid canopy can be worked 
out by substituting Pv = 0 in Eq. 5. The dependency of the 
vibration-generated diffusion on the amplitude of 
vibration (displacement of the stem tip from its mean 
position) shown in Fig. 4. It can be revealed from the 
figure that the diffusion is increasing with increase in the 
amplitude of vibration. The clarification can be advanced 
on the basis of the additional mixing due to the transverse 
vibrations of dowels. 
 
 
 
 
 
 
 
 
 
 
 

    
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TURBULENT DIFFUSION IN WAVE-
CURRENT-VEGETATION FLOW 
 
In the experiments on wave-current-

vegetation flow, the wave drag and the resultant wake 
formation are bi-directional and periodic around 
stems (ds << L, wavelength of wave). The drag force 
per unit mass can be written as 

 

wwdwdw UUACF
2
1

=  (6)  

where A is the area of stem exposed to the flow and 
the wave drag coefficient can be Cdw = 1 for the 
present range of Red = (200-700) (Dean and Aagaard; 
1970). The transverse vibrations present in current-
vegetation flow are now not important as the flow is 
dominated by bidirectional wave-induced motions in 
the flow direction. The periodic wake generated by 
the horizontal wave velocity wU  is stronger under 
the crest due to additional concurrent steady current 
underneath, whereas it is weaker under trough 
provided steady current is higher than the wave 
velocity. The net flow is still in the direction of flow 
but with the point of separation pushed ahead on the 
stem surface resulting significant reduction in the  
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drag and trapping capacity of pollutants. The alternate 
action of pressure and viscous drag within a wave period 
provides stirring effect between wakes and flow which 
can influence diffusion. Conversely, if the wave velocity 
under the trough exceeds the steady current, a temporary 
wake is formed upstream of stem washing out the 
previously formed wake downstream of stem. The flow 
pattern under the tough behaves as if flowing in the 
opposite direction with the net velocity as the difference 
between the steady and wave components of flow 
velocity. The upcoming crest again revives the original 
wake downstream of stem and the sequence repeats. Both 
the wave-current patterns cause churning of pollutants. 
The scale of the stem-scale eddies in current-vegetation 
case will be expanded in presence of wavelength-scale 
wave motions. However, due to the interference of stems, 
eddies will not be able to adapt the scale of wavelength as 
the expansion will be limited to the stem spacing. Thus, a 
scale of stem spacing can reasonably be used to 
approximate the eddy scale in wave-current-vegetation 
flow. The formulation of the wave-induced diffusion is 
described in the following section.  

 
FORMULATION OF MODEL 

 
The total diffusion in wave-current vegetation 

flow ( wTD ) can be formulated by initially dividing the 
flow into two parts viz. the diffusion due to vegetative 
drag and the diffusion in bare bed region (region away 
from stem surfaces) and then further subdividing as  

wavebwavevdragv

mechvvibrationvcurrentbwT

DDD
DDDD

|||
|||

λ+++
++=

    (7) 

where subscript b stands for bare-bed and v stands for 
vegetation. The first term on the right side ( currentbD | ) is 
negligible as in current-vegetation case, the canopy is 
fully dominated by the diffusion due to drag dragvD | , 

vibration vibrationvD |  and mechanical transport mechvD |  
as explained by Eq. 5. For the wave-current-vegetation 
case, the scaling parameter λ (explained in the next 
section) is applied to account for the effective area 
occupied by the bare-bed eddies. The wavevD |  can be 
evaluated on the basis of dissipation theory in which the 
dissipation due to wave drag can be written as  

wdwwv UF=ε      (8) 

Substituting Eq. 6 in Eq. 8, the period average wvε  can be 
evaluated over the flow depth as 

∫
−
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where aw is the wave amplitude, k is the wave 
number, σ is the wave frequency and ∆S is the stem 
spacing. The vortices generated by the wave drag are 
of stem diameter scale and therefore the 
corresponding turbulent intensity can be give as            
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 The diffusion wavevD |  now can be worked 
out similar to Eq. 4 as  
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The fifth term in Eq. 7 i.e. wavebD |  is the 
contribution from the flow region away from stem 
surfaces. Although this term does not exist in current-
vegetation case, it contributes significantly in wave-
current-vegetation flow through the periodic bed drag 
in the near boundary region and the expanded eddies 
of stem-spacing scale. Thus wavebD |  can be worked 
out by using depth- and period-averaged horizontal 

wave velocity wU  as 

SUD wwaveb Δ= λ|   (12)   

where ∆S is the characteristics length scale of the 
enhanced eddies and λ is the scaling parameter which 
reflects the effective area occupied by the enhanced 
eddies and is determined in the next section. The total 
diffusion can be expressed by adding Eq. 11 and 12 
into Eq. 5 as  
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In other words, the relative magnitude of 

wavevD | and wavebD |  is governed by the magnitude  
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of λ. In the wave-current-vegetation flow, the flow 
between stems will be occupied by the stem-scale eddies 
in the very near vicinity of stems and ∆S-scale eddies 
away from the stems. A scaling parameter λ is introduced 
to quantify the relative contribution from these two 
eddies. As λ appears in the presence of waves, it can be 
made a function of ds and aw. For example; for the higher 
aw and smaller ds, larger area between stems will be 
occupied by ∆S-scaled eddies and the contribution of 

wavebD |  will be higher. On  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
this basis, the dependency relationship for λ can be 
written as  
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Based on Eq. 14, 
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d
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1
 of this form is 

considered for the further analysis where the index φ  is 
estimated by the least square method. The λ for smaller 

sd  allows large scale eddies over the maximum flow area 
between stems whereas for the thicker stems, λ → 0 as 
thicker stems reduce ∆S and therefore the magnitude 
of wavebD | . The thicker stems are also more effective in 
wave dissipation as explained later which further supports 
reduction in wavebD | . On the other hand, for aw → 0 in 

non-wavy flow, 0→λ  so that enhanced ∆S -scale 
eddies disappear and the stem-scale eddies will persist all 
over the flow. Appearance of the surface wave increases 
the magnitude of λ and wavebD | .  
 

EMPIRICAL EXPRESSION FOR TURBULENT 
DIFFUSION COEFFICIENT 

 
The observed DwT and that predicted from 

Eq. 13 are plotted in Fig. 5 which shows good 
correlation. The diffusion coefficients in wavy flow 
are distinctly different than non-wavy flow, the 
former are higher due to additional wave drag on  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
stems and distended eddies and increases with 
increase in aw. For the rigid array in wavy flow, Eq. 
13 can provide diffusion coefficient by substituting 
Pv = 0. However Eq. 13 is complicated to use. 
Therefore the work is further extended by proposing 
a simple empirical form as an alternative to Eq. 13. 
To achieve this, easily measurable independent 
variables for the vibration and waves are selected and 
dimensional analysis is applied to get an empirical 
model. The independent variable for the vibration 
and waves which can be visually measured, are their 
amplitudes and periods i.e. vX , vT  and aw, T. Thus, 
a non-dimensional functional relationship between 
turbulent diffusion coefficient and the vibration & 
wave variables can be written as  
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Using Eq. 15, Eq. 13 now can be written in the 
simple most form as    
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where the indices Ψ1 = 0.85 and Ψ2 = 0.23 are estimated 
by least square method. The third and the forth bracket on 
right side accounts for vibration-generated and wave-
generated diffusion, respectively. The model is capable 
such that the diffusion in the rigid vegetation in non-wavy 
flow can be estimated by substituting Xv = 0 and aw = 0. 
Fig. 6 demonstrates the suitability of Eq. 16 in which the 
triangle symbols are for current-vegetation flow in semi-
flexible stems used in this study. The two circular 
symbols above each triangle are the diffusion coefficients 
due to additional wave activity corresponding to that 
triangle. The uppermost circle symbol reflects the 
diffusion under higher magnitude of aw which shows 
increase in the turbulent diffusion.       
 

CONCLUSION 
 
The study quantifies the turbulent diffusion due 

to the transverse vibration of flexible vegetation in 
current-vegetation flow and extends to find additional 
contribution due to wave activity. For current-vegetation 
flow, increase in the amplitude of vibration directly 
increases the turbulent diffusion whereas the period of 
vibration reveals inverse relationship. The low frequency 
vibrations do not contribute to the turbulence but rather 
help in releasing wake-trapped pollutants in the flow. The 
vibration-induced turbulent diffusion with the stem-scale 
turbulence and mechanical diffusion found to be 
providing the estimate for the total diffusion in flexible 
vegetation. It can be stated that stem material with lower 
modulus of elasticity will provide higher vibration and 
increase the diffusion coefficient, however is not 
examined in this study.  

For wave-current-vegetation flow, the influence 
of surface short waves is found to be further increasing 
the turbulent diffusion. The wave-induced diffusion is 
evaluated as a combination of two parts; diffusion due to 
wave drag force and wave-induced diffusion between 
stems. The former onsets the vortex shedding earlier than 
in the non-wavy case whereas the later enhances the eddy 
sizes in the region away from stem surfaces, thereby 
increases the turbulence and its scale. The transverse 
vibrations of stem in current-vegetation flow become 
longitudinal (concurrent to the flow direction) in presence 
of waves as wave-induce orbital motions are in 
longitudinal direction. Minor transverse vibrations are 
sometimes present at mean water depth however are in 
phase with the wave motion. Their contribution can be 
neglected compare to the contribution from dominant 
wave-induced orbital motions. Thus, vibration-induced 
diffusion can be neglected in wavy flow as far as the 

vibration frequency is less than or comparable to the 
wave frequency. The models for the current-
vegetation and wave-current-vegetation flows 
reasonably simulate the magnitude of turbulent 
diffusions in respective cases. Finally, an empirical 
expression for diffusion coefficient using primitive, 
easily measurable variables provides quick and 
reliable estimate of turbulent diffusion in rigid as 
well as flexible canopy in both current-vegetation and 
wave-current-vegetation flow fields.      

Knowledge of the combined hydrodynamics 
of wave-current-vegetation is practical in 
understanding the particulate sediment transport, 
exchange of vertical momentum transfer (Ikeda & 
Kanazawa 1996), pollutant mixing in estuaries 
(Valentine and Totterdell 2007) and distortion of 
plant morphology (Grizzle et al., 1996). 
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Abstract: In automotive part manufacturers, drawbead on many sheet metal stamping dies is an 
important feature to control the flow of materials. Different drawbead configurations can lead to 
significantly different restraining forces. Also, the restraining force depends on the blank properties. 
This paper presents a design of computer experiment (DOCE) on drawbead restraining force so that 
the design process can fully utilize an analytical drawbead model. An explicit finite element method 
(FEM) is applied to obtain the drawbead restraining force used in the analytical or line drawbeads in 
forming analysis. The design was constructed by applying latin hypercube sample (LHS) design under 
a given parameterization. Three surrogate models, i.e., the second order polynomial model (Poly), 
radial basis function (RBF), and Kriging model, are applied on the restraining force obtained from 
finite element analysis (FEA) to the drawbead configurations. It is found that Poly cannot well 
represent the system while RBF and Kriging can well represent the system through evaluating the 
percentage of root mean square error (PRMSE).  
 
Keywords: Drawbead, Restraining Force, Finite Element Analysis, Design of Computer Experiment 

 
INTRODUCTION 

 Drawbead is an important feature on many 
stamping dies in automotive parts manufacturers. 
Typically, the industry applies drawbeads in sheet metal 
forming dies to control the flow of materials to the die 
cavity to form a product as shown an example in Fig. 1. 
The investigation of drawbead forces has been a 
research topic ranging from analytical models (e.g., 
Stoughton, 1988; Ludovic et al., 2003) to numerical 
models (e.g., Courvoisier et al., 2003; Lee et al., 2008; 
Firat, 2008).  

 
Figure 1. An example of drawbead applications. 
 

 The drawbead can have either symmetrical or 
unsymmetrical configuration. However, most 
drawbeads used in the industry are symmetrical for the 
sake of simplicity and practicality as shown an 
illustration in Fig. 2. In this research, symmetrical 
drawbeads are focused. A drawbead configuration is 
parameterized as a function of the given 4 parameters 
(i.e., , ,  and ). 
 

R1 R1 
R2

L1

L2
 

Figure 2. An illustration of a symmetrical drawbead. 
  
 In autopart manufacturing industry, drawbeads 
have been widely adopted on dies as shown in Figs. 3-
4.   Figure 3  illustrates  current   drawbead applications 
on a top lower tank forming die or a female die. Figure 
4 illustrates current drawbead applications on a bottom 
lower tank forming die or a male die. The drawbead 
design has been incorporated in product development 

Drawbead line 
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during tooling design by computational approaches in 
many ways (e.g., Vahdat et al., 2006; Sheriff and 
Ismail, 2008; Hu et al., 2008). 
 

 
Figure 3. An example of a top lower tank forming  
               die. 
 

 
Figure 4. An example of a bottom lower tank forming  
               die. 
 
 This paper presents drawbead models used in finite 
element analysis (FEA) and needed in an autopart 
forming industry. FEA has been an important tool for 
forming design (Buranathiti and Kositpipat, 2008). The 
focus is on characterizing the drawbead configurations 
into an analytical drawbead model, which is much less 
expensive than the geometrical drawbead model used in 
FEA for forming analysis. The design of computer 
experiment (DOCE) via latin hypercube sample (LHS) 

design and surrogate models are adopted in this work. 
The effectiveness of each surrogate model is presented 
and discussed.   
   
 
 

DRAWBEAD MODEL 

 In analysis of sheet metal forming, finite element 
method (FEM) is a prime tool widely accepted 
nowadays. In finite element analysis (FEA), there are 2 
main models for drawbeads: (1) geometrical or true 
drawbead; and (2) analytical or equivalent drawbead. 
The geometrical drawbead needs a CAD model that 
reflects the true geometry of the drawbead in the model. 
As a result, a fine mesh is needed at the drawbead line. 
The analytical drawbead does not need the true 
geometry in the CAD model except the central line of 
the drawbead line to represent the boundary effect. 
However, a correct set of drawbead information must 
be given. On computational aspects, the geometrical 
drawbead usually provides better prediction accuracy 
than the analytical drawbead. However, since drawbead 
is a small feature compared to the tooling system, there 
is a computational difficulty in applying geometrical 
drawbead model in FEA.  
 In this work, the focus is on analytical or 
equivalent drawbead. It is aimed to find an efficient 
method to have an accurate analytical drawbead model 
so that an industrial application can achieve a sufficient 
accuracy. There are many forms of analytical models 
from many literatures or research works in estimating 
the restraining force due to drawbead applications on 
tooling. A widely adopted equivalent drawbead model, 
which is a restraining force from a binder or a blank 
holder in a form of locking (Hallquist, 2000), is focused 
in this paper. The amount of restraining force to 
lock/resist a sheet metal to move/flow consists of 2 
main components (friction and bending components) as 
shown in Fig. 5. It should be noted that the depth of the 
drawbead shown in Fig. 6 is another parameter in the 
analytical drawbead model. 
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Figure 5. A deformed stage resulting the restraining  force. (LSTC, 2007) 

 

 
Figure 6. An illustration of the depth of drawbead at an undeformed stage. (LSTC, 2007) 

 
 
The 2 main components are: 
1. Bending component: This component comes from 
bending and unbending of a sheet metal traveling 
passing through drawbead. In a quantitative 
explanation, the quantity can be represented per the 
length of the drawbead in various forms, e.g., ramp 
shown in Fig. 7, logarithm, sine, etc.  

-0.2 0 0.2 0.4 0.6 0.8
0

20

40

60

80

100

120

δ (per drawbead depth)

be
nd

in
g 

co
m

po
ne

nt
 (N

/m
m

)

 
Figure 7. An illustration of bending component.  

2. Normal component: This component comes from the 
deformed sheet metal at the drawbead while closing the 
binders. This normal force exists when the distance 
between the lower and upper binders is less than the 
drawbead depth. The normal component is also per 
drawbead length. And the function of the drawbead 
force vs. the displacement can be defined in various 
functions such as a ramp function shown in Fig. 8.  
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Figure 8. An illustration of normal component.  
 
 The total restraining force ( ) is a 
summation of both bending and normal components as 
shown in the following equation  
 

. (1) 
 
 In general, the bending component dominates the 
majority of the restraining force. 
 In an in-depth analysis of drawbead, this work 
creates numerical models through CAD and FEA 
models via Dynaform and LS-DYNA as shown in Fig. 
9. The next step is to test the effect of different 
drawbead configurations on the reaction force to the 
sheet metal. A number of cases will be created to 
construct surrogate models through a design of 
computer experiment (DOCE). 
 
 

 
 
Figure 9. An example of FEA models for drawbead  
               analysis.  
 
 
 

DESIGN OF COMPUTER EXPERIMENT 

 This research focuses on symmetrical drawbeads. 
A drawbead configuration shawn in Fig. 2 is 
parameterized as a function of the given 4 parameters 
(i.e., , ,  and ). However, these 4 parameters 
cannot be completely independent to each other. Let  
 

 ,    (2) 
.   (3) 

 
In this definition, a drawbead with  is not 
allowed since the contour will not be smooth. For 

 , then can be anywhere in a range of 
 

 
 Latin Hypercube Sample (LHS) design is applied 
to create a design of computer experiment (DOCE). In 
this study, all the samples are shown in Table 1. 
Eighteen samples were created with the following 
ranges: 

 in mm. 
 in mm. 

 in mm. 
 in mm. 

 
Table 1. The list of all drawbead configurations 
              (in mm.) for constructing surrogate models. 

Case # R1 R2 L1 L2 

1 14.534 13.220 21.374 55.525 

2 6.351 19.157 6.478 66.902 

3 9.239 6.755 6.565 36.930 

4 8.498 12.334 9.735 60.761 

5 12.474 18.085 17.475 87.917 

6 10.864 5.282 5.624 39.789 

7 7.947 8.096 9.509 38.040 

8 5.210 10.442 4.467 46.122 

9 11.781 9.113 15.843 58.357 

10 7.246 15.844 7.222 58.479 

11 9.710 11.182 12.621 57.168 

12 5.000 5.000 5.000 20.000 

13 4.000 4.000 4.000 16.000 

14 5.000 4.000 5.000 18.000 

15 4.000 5.000 4.000 18.000 
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FINITE ELEMENT MODELS 

 In this drawbead study, finite element methods 
have been adopted to analyze the drawbead effect. FEM 
is set up as shown in Fig. 9. The model consists of a 
lower binder, an upper binder, and a sheet metal 
modeled in a strip and plane strain conditions. The 
blank is modeled as a deformable body while tools are 
modeled as rigid bodies. The blank sheet is modeled by 
using 3D shell elements with Belytschko-Tsay scheme 
under plane stress assumptions and 5 integration points 
along the thickness direction. 
 In this study, if the initial position of the blank and 
the binders is not suitable, an initial penetration can 
cause a simulation error resulting a wave as shown in 
Fig. 10. 

 
 

Figure 10. A wave created from an initial penetration. 
 

 The simulation of the drawbead effect is conducted 
subsequently on binder closing and sheet drawing as 
shown in Fig. 11. 

(a)  

(b)  
 
Figure 11. The binder closing step.  

(a) intermediate (b) complete 
 

 The sheet is then drawn to a given drawn-in 
amount as shown in Fig. 12. 
 

 
 
Figure 12. A representation of maximum von Mises 
                 stresses at the sheet metal 
 
. 
 This study focuses on the restraining force given 
from a drawbead as shown in Fig. 13. The Y-axis is in 
x10N for a strip of sheet metal. The length of the strip 
is given as 1 mm. The average force of the region of 
interest is about 80N/1mm. The restraining force for 
this drawbead configuration is given as ~80N/mm. 

 
 

Wave 
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Figure 13. The restraining force given from a drawbead. 
 
 This study conducts a sensitivity study to 
observe whether or not the draw-in amount is an 
issue on getting the restraining force information. The 
result is shown in Fig. 14. It should be noted that this 
study was conducted by merely increasing the draw-

in velocity without changing other parameters. It can 
be seen that the analysis results are about the same. 
There is no significant effect in the draw-in amount 
to the drawbead restraining force. 

 

 
 
Figure 14. The restraining force from 2 different draw-in amounts (800, 1000, 1300 mm/s)  through the same  
                  drawbead configuration. 
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Based on the drawbead configuration shown in Table 1 
and FEA shown above, the restraining force of all 
drawbead configurations in N/mm is summarized in 
Table 2. The negative sign only indicates that it is 
opposite to the axis given in FEA models. Each value 
comes from an average of the pulling stage. Outliers 
and other noticeable fluctuations are discarded. 
 
Table 2. The list of the restraining force to all  
              drawbead configurations studied in this  
              work. 

Configuration # Restraining Force (N/mm) 

1 -52.107 

2 -114.428 

3 -102.470 

4 -88.565 

5 -72.061 

6 -101.896 

7 -100.757 

8 -120.952 

9 -81.315 

10 -45.366 

11 -81.160 

12 -141.240 

13 -240.397 

14 -222.572 

15 -221.839 
 
  

SURROGATE MODELS AND COMPARISON 

 For different configurations of drawbeads, it is not 
practical to do the previous procedures for every 
configuration change. A concept of DOCE is adopted. 
A traditional design method is a full factorial design 
(Montgomery, 2001). This method is rather practical 
for conducting experiments in industry. However, the 
drawback is that the required sample size seems to 
grow exponentially with the number of parameters 
studied (Kalagnanam and Diwekar, 1997).  
 In applications involving computational 
simulations, the design space is continuous. The full 
factorial design is no longer well suited this class of 
applications. The Latin Hypercube sample (LHS) 
design is adopted in this work. LHS is one sampling 
method that can evenly distribute the sample points 
throughout the region. The details on the algorithm of 

LHS can be seen in Kalagnanam and Diwekar (1997), 
Helton and Davis (2003) and Diwekar (2003). Each 
configuration can be written in a function of x as 
 

    (4) 
where . 
 
 To construct an arbitrary relation, one may use 
‘radial basis function’ (RBF) or ‘Kringing’ models in 
addition to traditional quadratic functions. In this paper, 
surrogate modeling techniques [Sacks et al., 1989; Jin 
et al., 2001; Montgomery et al., 2001] are utilized.  
 
Polynomial Model 
 
 By taking advantage of a surrogate model 
representing the finite element simulations, the 
restraining force is represented by a polynomial 
function as follows 

∑∑∑∑
= ===

+++=
N

i

N

ij
jiij

N

i
ii

N

i
ii xxdxcxbay

11

2

1
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where ŷ  is the estimated restraining force, a, bi, ci 
and dij are the corresponding constants, and N is the 
number of design variables. The effectiveness of the 
surrogate model ŷ  is measured by evaluating the 
percentage of root mean square error (PRMSE) as 
follows 
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%100
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2

yn

yy
n

i ⋅
−

=
∑
= , 

 (6) 

where n is the number of samples for the regression 
analysis, and y is the computational results from finite 
element methods. The linear regression analysis is used 
to create the surrogate model. For simplicity Eq. (7) is 
rewritten into a matrix form as follows 

XAY = ,   (7) 
where Y is the n×1 vector of the dependent variable, 
and X is the n×m matrix of the independent variables. 
The m×1 constant vector A in Eq. (7) is obtained by 
solving the normal equation as follows 

( ) YXXXA T1T −
= , (8) 

where TX is a transpose of the matrix X. 
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Kriging Model 
 
 A Kriging model postulates a combination of a 
polynomial model and a departure of the polynomial 
model. It can be represented as follows 

)()(ˆ
1

xZxfy
k

j
jj +=∑

=

β , (9) 

where )(xZ  is assumed to be a realization of a 
stochastic process with a zero mean and a spatial 
correlation function given by 

),()](),([ 2
jiji xxRxZxZCov σ= ,     (10) 

where σ 2 is the process variance, and R is the 
correlation. 
 
Radial Basis Function 
 
 RBF uses linear combinations of a radially 
symmetric function based on Euclidean distance to 
approximate response functions. It can be represented 
as follows 

∑ −=
i

ii xxay 0ˆ , (11) 

where ai are the coefficients of the expression, and x0i 
are the observed inputs. 
 
 These three surrogate models are implemented to 
observe the effectiveness of each model via evaluating 
PRMSE in Eq. (6) from additional 7 samples as shown 
in Table 3. 
 
Table 3. PRSE for each surrogate model. 
 

Method PRMSE 

Poly 2475.50 

RBF 12.29 

Kriging 4.18 
 
 

CONCLUDING REMARKS 

 The drawbead configurations can lead to a variety 
of restraining force. FEA is an effective tool to 
investigate the influence of the drawbead configuration. 
Then, DOCE through LHS can be effectively 
implemented. In order to have a design via 
computation, 3 surrogate models are studied. 
 It can be seen that the traditional second order 
polynomial is not a suitable surrogate model for this 

system although it has been reported that it successfully 
worked in Koc et al. (2000) and Buranathiti et al. 
(2006). The system appears highly nonlinear as evident 
on PRMSE that the polynomial model cannot well 
represent the system. RBF and KM are more suitable 
since they can capture the nonlinearity better or they 
use the training data for further extrapolation.  
 After this relationship is established, one can apply 
to the forming die design to see whether or not the 
blank has been pulled too much or too little. If ‘too 
little’ or ‘too weak drawbead’, the drawbead restraint is 
added. If ‘too much’ or ‘too strong drawbead’, the 
drawbead restraint is reduced. The given guideline can 
be applied further to design stamping dies for optimal 
sheet metal flow and draw-in. An important point is 
how to tell which one is ‘too little’ or ‘too much’. This 
conclusion can be drawn by observing the FEA of the 
forming process. 
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Abstract: This paper is reported on some results by using High Resolution Imagery of IKONOS 
data for the analysis of the selected urban area: the south-east part of Dehradun City, located in India 
(Case Study I) and comparison between the pixel based classification result for IKONOS and IRS-
1D (LISSIV) in Mandalay City, Myanmar (Case Study II). For Case Study I, the classification 
accuracy is improved by pixel-based classification using Maximum Likelihood Classifier (MLC). In 
addition, multiresolution segmentation and fuzzy rule based classification improved the 
classification accuracy to a much larger extent using multiresolution segmentation. The accuracy 
improved from 78.57% in spectral classification to 90.72% using the object oriented approach. For 
Case Study II, the result of the comparison between IKONOS and LISS IV are 82.1% and 76.6% in 
accuracy by pixel-based classification using MLC. The different results are due to High Spatial 
Resolution data by using IKONOS-Pan Sharpened (2001) and IRS-1D LISSIV (2006). 
 
Key Words: Spatial Pattern, High Resolution Data, Spatial and Spectral Properties 
 

 
1. INTRODUCTION 

 
Land cover classification is a simple process 

that involves grouping an image's pixels based on the 
reflectance properties of the land cover feature being 
classified. IKONOS Pan-Sharpened and IRS-1D LISSIV 
satellite provide the high resolution multispectral 
imagery. If data processing is applied, very useful 
information can be derived for urban area classification. 

A very important aspect of classification of this 
urban area image is that it consists of highly 
heterogeneous classes. Moreover, the urban environment 
possesses the identical spectral reflectance values 
correspond to different land uses and diverse functions. 
The overlapping of the spectral signature of some classes 
is even higher than from pure urban area since each pixel 
and its adjacent pixels have a relatively spatial coverage 
in these images.  Therefore conventional pixel based 
approaches are not expected to produce good results for 
high resolution data.  

The main research problem in this work is to 
what extent high resolution data can detect urban area  
 
 
 
 

structures. The other questions are when processing 
image analysis, which classification approach is better 
for interpreting urban area structures and how remote 
sensing techniques using pixel-based and object-based 
analysis can be integrated to analyze urban area benefits.  

For spatially complex and spectrally mixed 
classes, the classification accuracy is likely to improve if 
the spatial properties of classes could be incorporated 
into the classification criteria. In case study I, the data 
used are IKONOS merged multispectral (4m, 4 bands)-
PAN (1m). The present study aims to analyze the main 
problem in urban classification using Maximum 
Likelihood Classification (MLC). In addition 
multiresolution segmentation and fuzzy rule based 
classification improved the classification accuracy to a 
much larger extent. For case study II, Aung Myae 
Tharzan and Chan Aye Tharzan townships in Mandalay 
City, Mandalay District, Myanmar are analysed by 
Maximum Likelihood Classification (MLC) method 
using IKONOS Pan-Sharpened (1m, 4 bands) and LISS 
IV (5.8m, 3 bands) data. 
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                     2.  METHODOLOGY 
 (Case Study I) 

 
 The Pan and multispectral data of IKONOS 
were available in Geo TIFF format. The MSS data were 
registered to high resolution PAN data. The two data 
sets were fused using with the help of Gram-Schmidt 
Spectral sharpening in ENVI 4.2. The good result of 
Gram-Schmidt Spectral Sharpening method may be due 
to the fact that it maintains the original scene radiometry 
of the input IKONOS multispectral image. The Brovey 
and multiplicative, in ERDAS 8.7 are generally used for 
urban application but after segmentation this method 
does not give the good result compared to Gram-
Schmidt sharpening.  
 Dehradun lies between 30°15'58"N to 
30°24'16"N latitude and 78°06'05"E - 78°58'56"E 
longitude. The study area is as shown in Fig.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           Fig.1. Study area of Dehra Dun city  
                     (IKONOS Pan-sharpened image) 
 
 For case study I, classified only Low Level for 
pixel-based analysis and Low and High Levels were 
including for object-based analysis. There are five 
classes for Low Level classification and nine classes for 
High Level.  
 The methodology flow chart is as follows. 

 
3. PIXEL-BASED CLASSIFICATION 
 

Urban areas are complicated because of the 
mix of man-made features and natural features. Among 
the cues for image-interpretation, only color can readily 

be extracted from the images for urban identification. 
However, it is difficult to determine size and shape by 
using per-pixel approaches. In addition, pattern and 
association are higher-level structural and topological 
information that is also difficult to extract by using 
pixel-based approaches, but they are useful in urban 
feature classification.  

Nowadays, pixel-based approaches have been 
developed and are widely used in remote sensing image 
processing and classification.  

With the use of high-resolution remote sensing 
data, the problem of mixed pixels is reduced but the 
internal variability and the noise within land use classes 
are increased. Most conventional pixel-based classifiers 
such as minimum distance and maximum likelihood 
assume parametric statistical models such as the 
Gaussian distribution. 

 
METHODOLOGY FLOW CHART 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 

3.1 EXPERIMENTAL PIXEL-BASED 
CLASSIFICATION AND RESULTS 

 
 Pixel based Classification was then attempted 
on the fused image using Maximum Likelihood 

Satellite Imagery Data 

IKONOS PAN IKONOS MSS

Image Registration 

IKONOS PAN Sharpened

Ground Truth (Training Sites)

Separability Analysis 

Classification 

Pixel-Based Object-Based

Accuracy Assessment 
and Comparison 

Ground Truth 
(Training 
Samples) 
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Classifier and Accuracy was assessed. Even though High 
Resolution data used, High-level Classification could not 
be attempted because the pixel-based classification for 
image is heterogeneous. Agriculture, Plantation, River 
Bed, Settlements and Water Body are performed to 
classify for Low Level classification. 

The MLC quantitatively evaluates both the 
variance and covariance of the category spectral response 
pattern when classifying an unknown pattern. An 
assumption made is that the distribution of the training 
set is Gaussian. Under this assumption, the distribution of 
a training set of a class can be completely described by 
the mean vector and covariance matrix. Given  these  
parameters,   it   may   be   computed   the  
statistical probability of a given pixel being a member of 
a particular class.  

 In this project, Maximum Likelihood 
Classification (MLC) method is used for pixel-based 
supervised classification and then accuracy was assessed. 
For this classification, the project was analyzed by Low 
Level classification for IKONOS- Pan sharpened image. 
It could not be studied by High Level Classification 
because pixel-based methods of image classification 
cannot work successfully using high-resolution satellite 
images (HRSI) since they have been assigned each pixel 
to one of the urban classes solely on the basis of its 
spectral properties.  
 The heterogeneous classes were expected to 
improve accuracy assessment for urban area delineation. 
The classification result for Low Level of IKONOS Pan-
Sharpened is shown in Fig.2.  
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Fig.2. Low level classified result of the study area 



Proceedings of ASIMMOD 2009, January 22-23, Bangkok, Thailand 
 

 461

 
 

4. MULTI-RESOLUTION 
SEGMENTATION 

 
 Multi-resolution segmentation is a bottom-up 
region-merging technique starting with one-pixel 
objects. In numerous subsequent steps, smaller image 
objects are merged into bigger ones. ECognition4.0 
software supports a simultaneous raster/vector 
representation of image objects. After segmentation, 
vectorization functionally allows production of 
polygons for each image objects. 
 The purpose of multiresolution segmentation 
is the object-oriented image analysis for land use/ land 
cover classification or the extraction of object interest. 
These image object primitives represent image 
information in an abstracted serving as building blocks 
and information carriers for subsequent classification. 
Beyond purely spectral information, image objects 
contain a lot of additional attributes which can be used 
for classification. 

 
 
 
 
 
 

4.1. EXPERIMENTAL OBJECT-BASED      
CLASSIFICATION AND RESULTS 

 
Object-oriented image analysis is a new procedure for 
image classification. In contrast to traditional image 
processing methods, the basic processing units of 
object oriented image analysis are image objects or 
segments, and not single pixels.  Even the classification 
acts on image objects. 
 One motivation for the object-oriented 
approach is that the expected result of many image 
analysis tasks is the extraction of real world objects and 
proper in shape and in classification. This expectation 
cannot be fulfilled by common pixel-based approaches. 

Segmentation parameters: shape, texture and 
tone operating over the network, were used a whole set 
of relational/ contextual information. Table.1 (a) and 
Table.1 (b) describe the different scale parameters 
including the color and shape criteria used and the 
suitable classification rule for the study purpose. Fig.3 
illustrates for False Color Composite (FCC) and 
segmented image of sub-portion of study area. The 
experimental results of low level and high level Fuzzy 
Classification for IKONOS Dataset are shown in Fig.4 
and Fig.5. 

 
 

 
Table.1 (a).Chosen Segmentation Parameters 

Level Scale 
Para- 

meters 

Shape 
Factor 

Compa-
ctness 

 

Smooth-
ness 

 
Low 35 0.3 0.3 0.7 
High 75 0.2 0.3 0.7 
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Table.1 (b).Classification Rule 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig.3. FCC and segmented image sub-portion  
 

The results of the comparison between two different classification methods for study area are shown in Table.2 
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Fig.4. Low level fuzzy classification for   IKONOS dataset 
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Fig.5. High level fuzzy classification for   IKONOS Pan-sharpened  

 
 
 
 

Table.2. Comparison results of accuracy assessment for  IKONOS dataset 
Classified Level IKONOS-Pan 

Sharpened 
Low  level with pixel-
based 
 

 
78.57% 

Low  level with object-
based 

 
90.72% 

High  level with object-
based 

 
87.48% 
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4. EXPERIMENTAL 

PIXEL-BASED ANALYSIS AND RESULTS 
(Case Study II) 

 
In the present study, for the selection of 

training sets and subsequently supervised 
classification, a preliminary classification was 
prepared for two satellite data products covering 
almost all land use/land cover categories that are 
typical in Mandalay, Myanmar. With regard to the 
present planning scenario, the pixel-based 
classification can be adopted. At the same time it is 
flexible and easy to understand. 

 
The analysed images are used for IKONOS 

(2001, December) and LISSIV (2006, October) in case 
study of Aung Myae Tharzan and Chan Aye Tharzan 
townships in Mandalay City according to the data 
available. Aung Myae Tharzan and Chan Aye Tharzan 
Townships lie between 21°30'N and 21°50'24"N 
latitude and 96°05'E - 96°08'E longitude.  

The images of the palace compound in Aung 
Myae Tharzan Township are compared in Fig.6. It can 
easily be seen that the difference spatial resolution for 
IKONOS and LISSIV data. 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

(a)                                                (b) 
   
 
 
 
 
 
 
 

Fig.6. Zoom in portion of Palace Compound in  Mandalay city (a) IKONOS (b) LISSIV data 
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The classified maps are dividied into five classes: including Pagoda, Agriculture, Settlement, Water body and 
Ttrees. It was analyzed by MLC method using Erdas 8.7 because of its accuracy and the variability of classes.   

 
 

 
 

   Fig.7. Pixel-based classification for IKONOS (2001) 
 

 
 
The comparison land use classified maps are shown in Fig.7. and Fig.8. The accuracy assessment for 

IKONOS and LISS IV are 86% and 78.26% due to the difference spatial resolution. The land use of the city over a 
period from the year 2001 to 2006 showed tremendous rises in the built-up-form from agricultural area and open 
spaces. 
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Fig.8. Pixel-based classification for LISSIV (2006) 
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5. CONCLUSION 
 

 The detailed land use, land cover type classes 
are classified by using different types of image 
classification techniques. For case study I, it is 
generally observed that the plantation of urban 
greenness area is always mixing with agriculture and 
degraded land due to relative dominance of a particular 
species. In this classification technique, there is a 
problem in Settlements with Water Body and River Bed 
due to same reflection of the classes. In pixel-based 
classification, Maximum Likelihood Classification 
approach is shown for better accuracy assessment 
results than other simple classification approach. For 
case study II, the MLC pixel-based classifier method is 
used by Erdas Imagine software 8.7. It can only be 
analysed by pixel-based classification for five classes 
due to available of software. But it cannot be performed 
for high level classification because of heterogeneity of 
urban area features and water body and settlements are 
a little mixed class for LISS IV data due to its lower 
spatial resolution than IKONOS. To be concluded, the 
performance for digital classification is best to assess 
the best accuracy by using better spatial and spectral 
properties included. And it is better to adopt 
segmentation approach classification, for more number 
of classes in particular. 
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